Conditional distributions. The continuous case.
Suppose Y is a continous random vector.

For any event E we let
Fpy(y) =P(EN{Y <y}), yeR.

We let
fE,Y = Fjlt;,y

with the understanding that the domain of fg y is the set of y € R such that F g’y exists at y. It follows
from real variable theory that fg y is locally integrable. Since

ZFEY(%) —Fgyyi—1) ==PEN{y <Y <yn}) <Py <Y < yp,) = /ym Ty (y) dy
1=1 Yo

whenever —oo < yg < y1 < -+ <y, < 00 it follows from real variable theory that
y
(1) Fry(y) :/ feyWw)dw, y € R.

Note that if y € R then P(E|Y = y) is undefined because P(Y = y) = 0 since Y is continous. Let us
define
lim o P(Ely <Y <y+h) if fy(y) > 0 and this limit exists,

0 if fy(y) = 0.
Suppose y € R and fy(y) > 0 and fry(y) = F]’E,Y(y) exists. Then for h > 0 we have

P(E)Y =y) = {

P(En{y<Y <y+h})

Pl <Y y+h) = =50t

_ Fepy(y+h)—Fey(y) h
- h P(Y <y+h) =P <y)
_ ey ()
fr(y)
Thus,
fex @ jf fr(y) >0 and fg y(y) is defined,
2) PE[Y =y)=¢ ¥
0 if fy (y) = 0.
It follows from (1) and (2) that
(3) PEN{Y <y})= /y P(E|Y =y)fy(w)dw whenever y € R.

We shall not make this precise, but P(:|Y = y) behaves like a probability for essentially all y € R.

Suppose X is a random variable such that (X,Y) is a continuous random vector.
For (z,y) € R? we let
Fxpy(zly) = P{X < z}Y =y)
and we let

Py (#ly) = < Py (aly).
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We have
P(X<;Uy<Y<y+h)

fix<ayy(y) = 1}%

y+h
71}%th/ (/ nyvwdv)d

:/ fX,Y(v7y)dU

provided
Yy z
(4) Roy — / (/ fxy (v, w) dv) dw is continuous at y.
Thus, by (2)
C Ixy@y)dv |
(5) Fypy (ely) = L“’fy—(y) if fy(y) > 0 and (4) holds,

0 if fy(y) =0
If, in addition to (4), R 3 v — fx y(v,y) is continuous at x we find that
L) it fy (y) > 0,

(6) fX|Y(x|y) - diFX‘Y(Cdy) = { fy (y)
! 0 if fy(y) =0.

It follows that -
Fxy(z|y) z/ Ixv(wly) dw whenever (4) holds.

It seems natural to define
EX|)Y =y) = / rfx)y(zly) dv  whenever (4) holds;

had we made precise our previously made assertion that E(:|Y = y) behave like a probability this would be
a theorem and not a definition. It is true that

E(X|Y =vy) zligrolE(X|y <Y <y+h);
we leave the proof as an exercise for the reader.

We let
E(X]Y),

the conditional expectation of X given Y, be the random variable such that

EX|Y =y) ifY =yand fy(y) >0,
E(XD,)_{ (X|y =) v ()
0 else.
We have the fundamental formula
(7) E(E(X]Y)) = E(X)

which follows because

B(ECxY) = [ T BXIY = )y (y) dy

_ /Oo (/Oc xfxy(x|y)dm) fy(y)dy
// zfxy(z,y)dedy



