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Abstract
Background: Due to intrinsic differences in data formatting, data structure, and
underlying semantic information, the integration of imaging data with clinical
data can be non-trivial. Optimal integration requires robust data fusion, that is,
the process of integrating multiple data sources to produce more useful infor-
mation than captured by individual data sources.Here,we introduce the concept
of fusion quality for deep learning problems involving imaging and clinical data.
We first provide a general theoretical framework and numerical validation of our
technique. To demonstrate real-world applicability, we then apply our technique
to optimize the fusion of CT imaging and hepatic blood markers to estimate por-
tal venous hypertension, which is linked to prognosis in patients with cirrhosis
of the liver.
Purpose: To develop a measurement method of optimal data fusion quality
deep learning problems utilizing both imaging data and clinical data.
Methods: Our approach is based on modeling the fully connected layer (FCL)
of a convolutional neural network (CNN) as a potential function, whose distribu-
tion takes the form of the classical Gibbs measure. The features of the FCL are
then modeled as random variables governed by state functions,which are inter-
preted as the different data sources to be fused.The probability density of each
source, relative to the probability density of the FCL, represents a quantitative
measure of source-bias. To minimize this source-bias and optimize CNN per-
formance, we implement a vector-growing encoding scheme called positional
encoding,where low-dimensional clinical data are transcribed into a rich feature
space that complements high-dimensional imaging features. We first provide a
numerical validation of our approach based on simulated Gaussian processes.
We then applied our approach to patient data,where we optimized the fusion of
CT images with blood markers to predict portal venous hypertension in patients
with cirrhosis of the liver. This patient study was based on a modified ResNet-
152 model that incorporates both images and blood markers as input.These two
data sources were processed in parallel, fused into a single FCL, and optimized
based on our fusion quality framework.
Results: Numerical validation of our approach confirmed that the probability
density function of a fused feature space converges to a source-specific prob-
ability density function when source data are improperly fused. Our numerical
results demonstrate that this phenomenon can be quantified as a measure of
fusion quality. On patient data, the fused model consisting of both imaging data
and positionally encoded blood markers at the theoretically optimal fusion qual-
ity metric achieved an AUC of 0.74 and an accuracy of 0.71. This model was
statistically better than the imaging-only model (AUC = 0.60; accuracy = 0.62),
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2 DEEP FUSION OF IMAGING AND CLINICAL DATA

the blood marker-only model (AUC = 0.58; accuracy = 0.60), and a vari-
ety of purposely sub-optimized fusion models (AUC = 0.61–0.70; accuracy =

0.58–0.69).
Conclusions: We introduced the concept of data fusion quality for multi-source
deep learning problems involving both imaging and clinical data. We provided
a theoretical framework, numerical validation, and real-world application in
abdominal radiology. Our data suggests that CT imaging and hepatic blood
markers provide complementary diagnostic information when appropriately
fused.

KEYWORDS
data fusion, deep learning, imaging, radiomics

1 INTRODUCTION

In medicine, imaging data (e.g., CT, MRI) and non-
imaging data (e.g., demographics, lab results) provide
complementary diagnostic utility. Combining pixel data
with other clinically relevant information may lead to
improved characterization of a disease. However, their
computational integration is non-trivial due to intrin-
sic differences in data formatting, data structure, and
underlying semantic information. Optimal integration
therefore requires robust data fusion, that is, the process
of integrating multiple data sources to produce more
consistent, accurate, and useful information than cap-
tured by individual data sources.Data fusion techniques
aim to improve data-driven inference and downstream
modeling by assessing the association, correlation, and
combination of data from multiple sources or sensors.1,2

The fusion of data can be categorized as early
fusion, joint fusion, or late fusion, respectively, depend-
ing on whether the data are fused prior to, during,
or after model training.3 These techniques have been
widely used in various disciplines (e.g., transportation,
robotics) and are becoming increasingly relevant to
medical imaging applications of deep learning.4–13 For
example, Kharazmi et al. used combined CNN extracted
features of dermoscopic images and then concate-
nated them with patient data and genetic data as
the input of a basal cell carcinoma detection model.4

Similarly, Li et al. trained a LSTM autoencoder using
cognitive assessments and patient demographics to
build a compact representation, then combined it with
MR images to train a prediction model for Alzheimer’s
disease.5 Likewise, Yala et al. demonstrated that the
fusion of a mammogram-based ResNet model with a
risk-factor-based logistic regression model improved the
performance of breast cancer prediction relative to the
individual models.6

Although many of these studies report increased
model performance, their data fusion is typically a
heuristic process, whereby data from multiple sources
are concatenated without any preprocessing or mea-
surement of fusion quality other than downstream
model performance. This heuristic approach lacks

interpretation of the fused feature space and may
cause sub-optimal model performance. In fact, data pre-
processing can significantly influence the performance
of a fused model due to differences in source data
characteristics.14 This is particularly relevant in medical
imaging problems, where low-dimensional clinical fea-
tures can often 𝜖 be overpowered by high-dimensional
imaging features, resulting in non-equitable contribu-
tions from individual data sources to the model.

Here, we propose a new approach to quantify the
quality of data fusion in multi-source deep learning prob-
lems. Briefly, our technique is based on modelling the
fully connected layer (FCL) of a deep neural network
as a potential function whose probability distribution
takes the form of the classical Gibbs measure. The
features of the FCL are modeled as random variables
governed by state functions, which are interpreted as
the different data sources to be fused. The contribu-
tion of each source, relative to the probability density of
the FCL, represents a quantitative measure of source-
bias. To minimize this source-bias and optimize data
fusion quality, we implement a vector-growing encoding
scheme, known as positional encoding,15 where low-
dimensional clinical features are transcribed into a rich
feature space to complement high-dimensional imaging
features.To demonstrate the feasibility of our technique,
this paper provides: (a) a theoretical framework, (b) a
numerical validation, and (c) a clinically relevant appli-
cation in abdominal radiology, where CT imaging and
hepatic blood markers are fused to predict portal venous
hypertension in patients with cirrhosis of the liver.

2 METHODS

2.1 Feature density estimation and
data fusion theory

2.1.1 Probability density estimation of
fused feature vectors

To characterize the fusion of features from different
data sources, we model features as random variables
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DEEP FUSION OF IMAGING AND CLINICAL DATA 3

and data sources as state functions. We assume that
a given feature vector f ∈ ℝd is sampled from a more
general distribution that obeys hypotheses of a canoni-
cal ensemble. The probability distribution of f takes the
form of a classical Gibbs measure,

𝜑 ∼ Z−1e−𝛽E (1)

where, E is the total energy of the system, 𝛽 is a
scaling constant, and Z is the appropriate partition func-
tion that encodes how the probabilities are partitioned
among the different states.16 Accordingly, we are moti-
vated to interpret the different data sources of f as the
state functions of E, such that states with lower energy
density will always have a higher probability of being
occupied.

First, we define high-dimensional imaging features as
the points, x = {xi}

d1
i=1 ∈ ℝd1 , and low-dimensional clini-

cal features as the points, y = {yj}
d2
j=1 ∈ ℝd2 . Here, x and

y are each a subset of f such that d = d1 + d2 and
d2 ≪ d1, thus reflecting the real-world dimensional dis-
parity between imaging features and clinical features.
Next, we use a kernel density estimation technique to
approximate the probability density functions of x and
y.The imaging features are first mapped from their orig-
inal Euclidean space into a Hilbert space of square
integrable functions,

𝜑i (x) =
1
d1

d1∑
i=1

e−
1

2𝜎2 [x−xi ]
2

(2)

where,𝜑i is the marginal contribution of imaging param-
eterized by a radial basis function kernel full-width-half-
max of 𝜎. Similarly, the marginal contribution of the
clinical features is,

𝜑j (y) =
1
d2

d2∑
j=1

e−
1

2𝜎2 [y−yj]
2

. (3)

Based on Equations (2) and (3),the probability density
function of f can be written as,

𝜑ij (x, y) = 𝛼

d1∑
i=1

e−
1

2𝜎2 [x−xi ]
2

+ 𝛽

d2∑
j=1

e−
1

2𝜎2 [y−yj]
2

(4)

where, 𝛼 = d−1
1 and 𝛽 = d−1

2 are weighting coefficients
of the relative contribution of 𝜑i and 𝜑j , respectively,on f .

In general,when a mechanical system is in equilibrium
with a heatbath, the system will exchange energy with
the heatbath, such that the microstates of the system
will differ in total energy. Therefore, when Equation (4)
is in equilibrium, the distribution of data points x and y
only depends on the energy difference between the two

states,17,18

ΔE =
∑

i

𝜑2
i (x) −

∑
j

𝜑2
j (y) . (5)

According to Equation (5), different state functions
have equal probabilities of occurring when ΔE is mini-
mized. However, when the difference in energy between
states is high, 𝜑ij(x, y) instead converges to a marginal
contribution parameterized by the dimensions d1 and d2,
that is,

d2 ≪ d1 → 𝜑ij (x, y) ≈ 𝜑i (x) (6)

and

d2 ≫ d1 → 𝜑ij (x, y) ≈ 𝜑j (y) . (7)

Our motivating hypothesis is that fused features from
different data sources can only provide complemen-
tary information if their combined probability density
function is not governed by the marginal contribution
of individual data sources (i.e., Equation (5) is mini-
mized). This a priori quantification of data fusion quality
enables optimization of downstream multi-source deep
learning.

2.1.2 Fusion via positional encoding

To reduce the energy of x and ensure that neither Equa-
tions (6) nor (7) are satisfied, we utilize a positional
encoding procedure to extend the dimension of y from
its native d2 into an embedding space of dimension d2∗ .
Positional encoding is described as,

PE (y, 2k|d2∗ ) = sin
⎛⎜⎜⎝

y

10000
2k

d2∗

⎞⎟⎟⎠
(8)

and

PE (y, 2k + 1|d2∗ ) = cos
⎛⎜⎜⎝

y

10000
2k

d2∗

⎞⎟⎟⎠
(9)

where, y = {yj}
d2
j=1𝜖ℝ

d2 are the input positions of a set
of points, d2∗ is the dimension of the encoding space, k
is the index of the encoding space bound on the inter-
val [0, d2∗ /2), and y∗ = PE(y) ∈ ℝd2∗ is the encoded
feature vector of y. Positional Encoding was first pro-
posed in the paper, Attention Is All You Need15 and has
been applied to various word embedding problems19,20

and clinical data vector growing operations.21 In general,
Equations (8) and (9) provide a unique and deterministic
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4 DEEP FUSION OF IMAGING AND CLINICAL DATA

encoding for each value and ensures the distance
between any two values is consistent.

Following positional encoding, the points, {yj}
d2
j=1𝜖ℝ

d2 ,
are converted from scalars to vectors,which reduces the
influence of the length imbalance relative to the points
{xi}

d1
i=1𝜖ℝ

d1 . We can therefore re-cast Equation (4) in
terms of y∗ and d2∗ ,

𝜑ij (x, y∗) = 𝛼

d1∑
i=1

e−
1

2𝜎2 [x−xi ]
2

+𝛽∗
d2∑
j=1

e−
1

2𝜎2 [y∗−PE(yj |d2∗ )]2

(10)

where, PE(yj|d2∗ ) is the response of the positional
encoding procedure on yj into a d2∗ -dimensional embed-
ding space according to Equations (8) and (9), and 𝛽∗

is a re-weighting of 𝛽 in d2∗ -space. Since 𝜑ij(x, y∗) is
parameterized by both d1 and d2∗ , we define a scaling
coefficient,

𝛾 =
𝛼

𝛽∗
=

d2∗

d1
, (11)

which represents data fusion quality. The metric 𝛾 can
be used to easily characterize the response of differ-
ent positional encoding implementations and its relative
effect on ΔE. That is,ΔE ≈ 0 when 𝛾 ≈ 1.

2.1.3 Numerical validation

To characterize Equation (10) and verify Equations (6)
and (7), we performed a numerical analysis. The follow-
ing computational experiments were performed to verify
our intuition and to better understand the parameters
driving equitable data fusion. We modeled the points,
x = {xi}

d1
i=1 ∈ ℝd1 , as a Gaussian process with d1 =

1000. The points, y = {yj}
d2
j=1 ∈ ℝd2 , were then modeled

by sparsely sampling from the Gaussian distribution with
1000 stochastic iterations and d2 = 3. At each itera-
tion, positional encoding was applied to y according to
Equations (8) and (9) for a given d2∗ value. The result
was averaged across all iterations to generate a d2∗ -
dimensional embedding space, y∗. The vectors x ∈ ℝd1

and y∗ ∈ ℝd2∗ were concatenated to generate a fused
feature space, f ∈ ℝ1000+d2∗ .

To study the effect of d2∗ on f , we chose
monotonically increasing values of d2∗ =

{10, 100, 500, 1000, 10000, 100000}. The probability
density functions of x and y∗ were calculated according
to Equations (2) and (3), respectively, to generate 𝜑i(x)
and 𝜑j(y∗). For each d2∗ value, the joint probability,
𝜑ij(x, y∗), was calculated according to Equation 10 and
characterized via 𝛾 values according to Equation (11).

While 𝜑i(x) is invariant to changes in d2∗ , the net-effect
on 𝜑ij(x, y∗) depends on the magnitude of d2∗ relative to
d1. To quantify this trend, the energy difference between
states, ΔE, was calculated according to Equation (5)
and compared across the d2∗ values to numerically
verify that ΔE is minimized when 𝛾 ≈ 1.

2.2 Deep fusion of CT imaging and
hepatic blood markers to estimate portal
venous hypertension

In this section, we apply the theory presented in Sec-
tion 2.1 to a patient dataset to fuse CT images with
hepatic blood markers and predict portal venous hyper-
tension in patients with cirrhosis of the liver.Uncontrolled
portal hypertension leads to numerous complications,
such as gastroesophageal variceal bleeding, ascites,
hepatorenal syndrome, and hepatic encephalopathy.22

Although the extent of portal hypertension can be
directly measured via the hepatic venous pressure gra-
dient, this requires an invasive procedure and serial
measurements are often not feasible. As a non-invasive
alternative, both abdominal imaging and hepatic blood
markers are being investigated as potential biomark-
ers of the hepatic venous pressure gradient.23 These
data may provide complementary knowledge and new
insight, leading to improved characterization of por-
tal hypertension in cirrhotic patients. However, for
reasons stated above, integration of these data is
challenging.

2.2.1 Multi-source deep learning
architecture design

We designed a deep learning pipeline (Figure 1) to pre-
dict portal venous hypertension based on the fusion of
two complementary data sources: (1) CT imaging and
(2) hepatic blood markers. The approach is based on
a modified ResNet-152 model that incorporates both
images and blood markers as input. These two data
sources are processed in parallel and then fused into
a single fully connected layer based on the mathe-
matical framework described in Section 2.1. Imaging
features,x = {xi}

d1
i=1 ∈ ℝd1 ,are derived from the ResNet-

152 model and are of dimension d1 = 2048.Specifically,
we chose to characterize the surface of the left hep-
atic lobe on CT imaging,because previous research has
demonstrated an association between surface nodular-
ity and portal pressure.24,25 Here, the left hepatic lobe
serves as a prior in the deep learning framework. Blood
markers, y = {yj}

d2
j=1 ∈ ℝd2 , included APRI, Albumin, and

Platelet Count,which are all known to be associated with
the pathogenesis of portal hypertension.Blood markers
are therefore of dimension d2 = 3.
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DEEP FUSION OF IMAGING AND CLINICAL DATA 5

F IGURE 1 Multi-source deep learning pipeline to predict portal venous hypertension based on the fusion of two complementary data
sources: (1) CT imaging and (2) hepatic blood markers.

F IGURE 2 Automatic detection of the left hepatic lobe surface on CT. (a) A toy example illustrating surface characterization via liver
segmentation, center-of -mass detection, and tip detection. (b) Illustrating example of the method applied to two representative abdominal CT
images.

The approach is as follows. The 3D liver volume
is first segmented on CT using a previously vali-
dated self -adapting nnU-Net26,27 model. The liver tip
and center-of -mass are then automatically detected as
anatomic landmarks by finding the longest axial dis-
tance across the liver as illustrated by the blue dotted
line on Figure 2a. The surface of the left hepatic lobe
is then detected by a rotationally invariant bounding box
technique to partition the surface relative to its tip and
center-of -mass. The blue arrows on Figure 2a illustrate
the surface of the left hepatic lobe. The 2D surface in
the superior-inferior direction is then captured by com-
bining adjacent slices into a three-channel image and
rotating it to approximate a rotationally invariant sys-
tem across different patients. As an illustrating example,
Figure 2b demonstrates this surface detection in two dif-
ferent patients. Acting as a prior, this surface is passed

to a pre-trained ResNet-152 model28,29 to encode sur-
face nodularity as the set of deep imaging features,
x = {xi}

d1
i=1 ∈ ℝd1 , where d1 = 2048.

In parallel to the imaging branch, positional encoding
is applied to the blood marker data based on Equa-
tions (8) and (9). The rationale here is to transcribe
the raw blood marker features, y ∈ ℝd2 , into a rich fea-
ture space, y∗ ∈ ℝd2∗ , that better complements the fully
connected layer of the ResNet-152 imaging features,
x ∈ ℝd1 . Following positional encoding of y → y∗, the
vectors x and y∗ are concatenated into a single fully
connected layer, f ∈ ℝd1+d2∗ , that is mapped to a diag-
nosis of portal hypertension, C ∈ {0, 1}, via a soft max
operation.

As an illustrating example, the heatmap on Figure 3a
demonstrates positionally encoded blood markers.Posi-
tional encoding provides a unique and deterministic
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6 DEEP FUSION OF IMAGING AND CLINICAL DATA

F IGURE 3 An illustrating example of positionally encoded blood markers. (a) The heatmaps demonstrate positionally encoding of APRI
(left), Albumin (middle), and Platelet Count (right), where depth represents each element in the vector. (b) The positional encoding of two
different platelet count values (4 K/µL vs. 789 K/µL) from two different patients is plotted at a dimension of d2∗ = 128. The blue line represents a
platelet count of 4 K/µL, while the orange line represents a platelet count of 789 K/µL.

encoding for each value and ensures that the distance
between any two values is consistent. The value of the
raw blood makers is thus represented by the position
of frequency change. As shown on Figure 3b, the posi-
tional encoding of two different platelet count values
(4 K/µL vs. 789 K/µL) of two different patients is plotted
at a dimension of d2∗ = 128. The blue line represents
a platelet count of 4 K/µL, while the orange line rep-
resents a platelet count of 789 k/µL. Importantly, the
encoded vector contains the positional information of
the raw data, which can be harnessed to differentiate
the two values in higher-dimensional feature space.

2.2.2 Model training

To train the model described in Section 2.2.1, we retro-
spectively identified 198 patients at our institution with

available CT imaging, blood marker laboratory results,
and invasive hepatic venous pressure gradient (HVPG)
measurements within 2 weeks of both image acquisition
and blood draw.We excluded patients who had had prior
TIPS (trans jugular intrahepatic portosystemic shunt)
and prior liver transplantation. Portal venous hyperten-
sion was based on its clinical definition of HVPG ≥

5 mmHg, which was used to define the class label,
C ∈ {0, 1}. In total, 119 patients had portal venous
hypertension (i.e., C = 1), and 79 did not (i.e., C = 0).
The data was partitioned into training (80%), validation
(10%), and testing (10%) sets using a stratified Monte
Carlo sampling technique to maintain an equal class
ratio for each partition. Training consisted of a batch
size of eight cases, stochastic gradient descent with
0.9 momentum, and binary cross entropy loss. The ini-
tial learning rate was 0.001 with a step learning rate
decrease procedure. To prevent overfitting and boost
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DEEP FUSION OF IMAGING AND CLINICAL DATA 7

F IGURE 4 Experimental results and numerical validation of the proposed fusion measurement technique. Marginal distributions of a
Gaussian process and sparsely sampled points, to simulate imaging features and blood markers, respectively, are shown relative to their joint
distribution. As 𝛾 is monotonically increased, the shape of the joint distribution transitions from the Gaussian process to the sparsely sampled
points. At the extremes (i.e., 𝛾 = 0.01; 𝛾 = 100) the joint distribution converges to a given sou distribution, indicating poor data fusion. When
𝛾 = 1, the joint distribution does not approximate either marginal distribution, i.e., the energy between the states is minimized. This indicates
optimal data fusion, where each source domain has an equal opportunity to contribute to the model.

model generalization, we implemented label smoothing,
early stopping, and horizontal flip data augmentation.
The maximum iteration was set at 80 epochs.

2.2.3 Evaluation and performance metrics

To evaluate the effect imaging plus blood maker data
fusion on downstream model performance, we trained
several models in parallel and compared their relative
performance. These models included: (i) a CT imaging-
only model; (ii) a blood marker-only model without
positional encoding; (iii) a blood marker-only model with
positional encoding; and (iv) several d2∗ specific fused
imaging + blood marker models, parameterized based
on the methodology proposed in Section 2.1. Model
performance was based on test set receiver operating
characteristic (ROC) curve analysis.

In addition, we also quantified fusion quality based
on feature density estimation as a function of d2∗ =

{3, 192, 384, 768, 2046, 3073, 6144}. This is analo-
gous to the numerical analysis performed in Sec-
tion 2.1.3.Each d2∗ -dependent blood marker embedding
was fused with the 2048 ResNet-152 imaging features.
The resulting feature vector, f 𝜖ℝ2048+d2∗ , was used to
quantify fusion quality based on the relative similarity
between the marginal contributions and the probabil-

ity density function of the fused FCL as previously
described in Section 2.1.

3 RESULTS

3.1 Numerical validation of proposed
fusion technique

Experimental results and numerical validation of
the proposed data fusion measurement technique
and sensitivity analysis of various 𝛾 values (𝛾 ≈
0.01, 0.1, 0.5, 1, 10, 100) are reported in Figure 4.
As 𝛾 approaches zero (i.e., 𝛾 ≪ 1), the fused feature
distribution approximates the marginal contribution of
the higher-dimensional source. As 𝛾 approaches infinity
(e.g., 𝛾 ≫ 1), the fused feature distribution approxi-
mates the lower-dimensional source. That is, when 𝛾

is extremely small or large (i.e., 𝛾 ≈ 0.01 or 𝛾 ≈100),
the fused distribution approximates one of the source
distributions in feature space. In either case, the fused
distribution is insufficient to convey information of both
source domains. When 𝛾 ≈ 1, the probability density
function of the fused data demonstrates a balanced
shape between the two source functions, implying that
neither source domain has a dominating effect on the
fused feature space. The energy differences shown
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8 DEEP FUSION OF IMAGING AND CLINICAL DATA

F IGURE 5 Energy differences at different 𝛾 values. The energy
difference between the marginal distribution of the Gaussian process
and the sparsely sampled points indicate differences in fusion quality.
Optimal fusion is expected at 𝛾 = 1, where the energy is minimized
between the two domain-specific state functions.

in Figure 5 quantify this effect of fusion quality. As
the fused distribution becomes biased towards either
source domain, the energy difference between the two
domains increases monotonically. Energy is minimized
when 𝛾 ≈ 1, indicating a optimal fusion quality between
the two source domains.

3.2 Deep fusion of CT imaging and
hepatic blood markers to estimate portal
venous hypertension

Overall model performance is reported in Table 1. The
joint model consisting of both imaging data and posi-
tionally encoded blood markers at 𝛾 ≈ 0.99 achieved an
AUC of 0.74 and an accuracy of 0.71, resulting in an
increase in model performance relative to the imaging-
only model (AUC= 0.60;accuracy= 0.62) and the blood
markers-only model (AUC = 0.58;accuracy = 0.60).The
joint model at 𝛾 ≈ 0.99 had the best test AUC, accuracy,
and the best ability to generalize, which suggests that
CT imaging and blood markers provide complementary
diagnostic information, but only if appropriately fused.

As an illustrating example,Figure 6 reports measured
feature density functions at monotonically increas-
ing d2∗ values from a representative case. In the
absence of positional encoding, the fused feature distri-
bution closely approximates the distribution of imaging
features. When 𝛾 is much smaller than 1, i.e., 𝛾 ≈
0.09, 0.19, 0.38, the fused distribution is still closer to
the imaging distribution and cannot well represent the
blood marker features. As 𝛾 increases, the joint distri-
bution gradually approaches the distribution of blood

TABLE 1 Performance comparison of different modeling
techniques on testing set

Test AUC Test Accuracy

Image Only 0.60 0.62

Blood Markers Only 0.59 0.60

𝛾 ≈ 0.99 PE Blood Markers 0.58 0.60

Image + No PE Blood Markers 0.60 0.62

Image +𝛾 ≈ 0.09 PE Blood Markers 0.64 0.60

Image +𝛾 ≈ 0.19 PE Blood Markers 0.61 0.58

Image +𝛾 ≈ 0.38 PE Blood Markers 0.61 0.61

Image +𝜸 ≈ 0.99 PE Blood Markers 0.74 0.71

Image +𝛾 ≈ 1.50 PE Blood Markers 0.70 0.69

Image +𝛾 ≈ 3.00 PE Blood Markers 0.63 0.57

marker features. When 𝛾 ≈ 0.99, the fused distribution
takes on a shape that neither represents imaging or
blood markers, indicating an optimal fusion of the two
data domains. As 𝛾 grows larger, the fused distribution
begins to approximate the positionally encoded blood
marker distribution.

As demonstrated in Figure 7, model performance
results were associated with intrinsic differences in fea-
ture density estimation. Consistent with theory, model
performance peaked when fused at 𝛾 ≈ 0.99, which
resulted in a fused density distribution different from
both source distributions.

4 DISCUSSION

Deep neural networks play an increasingly important
role in the staging,30 detection,31 characterization,32

segmentation,33 classification,34 and computer-aided
diagnosis35–41 of disease on imaging. However, optimal
integration with clinical data – which is often sparsely
encoded and low-dimensional – requires sophisticated
data fusion techniques. In this work,we developed a new
data fusion technique and quality metric for deep learn-
ing problems involving both imaging data and clinical
data. Our approach is motivated by the mathemati-
cal methods of statistical mechanics, which play an
increasingly important role in complex data modeling42

that complements mainstream AI techniques and has
demonstrated utility in imaging radiomics problems.43–45

We then demonstrated the feasibility of our approach
by estimating portal venous hypertension based on the
deep fusion of CT imaging and hepatic blood mark-
ers. While this illustrating example was chosen due to
its clinical relevance and interest to the authors, the
proposed data fusion formalism is general and can
therefore be extended to other deep learning problems
in radiology.

Prior studies have investigated the effect of aug-
menting deep image representation with non-imaging,
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DEEP FUSION OF IMAGING AND CLINICAL DATA 9

F IGURE 6 The marginal distribution on the real ResNet imaging feature vector, marginal distribution of the blood marker feature vector, and
their joint distribution as measured on a representative patient case for various monotonically increasing values of d2∗ (d2∗ = 192, 384, 768,
2046, 3073, 6144).

F IGURE 7 Model performance and feature density visualization as a function of d2∗ . (Top) The AUC and accuracy of the model is shown at
different values of d2∗ . (Bottom) The measured distribution on the ResNet imaging feature vector, measured distribution on the blood marker
feature vector, and their measured joint distribution is shown from a representative case at different values of d2∗ . Differences in fused feature
density are associated with measurable changes in model performance, which peaks at the expected d2∗ = 2046
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10 DEEP FUSION OF IMAGING AND CLINICAL DATA

clinically relevant data.6–15 Many of these papers
reported improved model performance when incorporat-
ing multiple sources of data,6–12,15 thus demonstrating
the benefits of multi-source modeling. However, a key
and common limitation is their lack of rigorous data
fusion implementation. This is important because the
performance and reproducibility of multi-source deep
learning models are sensitive to how the data is fused.16

For example, Yoo et al. reported that joint fusion was
better than late fusion of deep MRI features and
patient data when predicting multiple sclerosis.9 Their
work illustrates that improper data fusion may discard
otherwise useful information.

As such, a purely heuristic approach to data fusion
may lead to sub-optimal applicability. For example, Yap
et al. concatenated raw patient data directly (i.e., with-
out any pre-processing or positional encoding scheme)
with the FCL of their ResNet architecture.10 The per-
formance of their fused model did not improve relative
to the image-only model, which is consistent with our
results. We hypothesize that this approach is analogous
to adding noise to the ResNet embedding, because in
this scenario, the patient features are sparsely encoded
and therefore dominated by the higher-dimensional
image feature space. Our proposed approach to model
the features of the FCL as random variables governed
by source-specific state functions provides a means to
directly measure fusion quality and identify source bias.

Our results suggest that CT imaging and hepatic
blood markers can provide complementary information,
but only if they are appropriately fused within the deep
learning architecture. We observed comparable model
performance when considering imaging data and blood
marker data independently. Fusion of these data into a
single model without positional encoding of the blood
markers resulted in the same exact performance as
the image-only model. This implies a source bias of
the image features, which was the dominating effect
of the joint model.

When we implemented positional encoding of the
blood marker data, model performance peaked when
the energy difference between the two data sources
was minimized according to Equation (5). This finding is
consistent with our theoretical formalism, as well as our
numerical analysis on simulated Gaussian processes. In
this low-energy state where 𝛾 ≈ 1, the fusion of imaging
data and blood marker data is optimized according to
the proposed theory. Uncoincidentally, this theoretically
optimal parameterization also demonstrated the highest
downstream model performance.

Model performance decreased as the d2∗ value of the
blood markers was increased beyond the dimension of
the ResNet imaging features. In this scenario, in the limit
that d2∗ ≫ d1, the consistency condition is not satisfied
according to Equations (6) and (7). Coincidentally, the
blood marker data became the dominating effect of the
network’s soft max operation, which adversely affected

model performance.These findings are again consistent
with theory and numerical results.

This paper therefore provides a new way to measure
fusion quality in deep learning imaging problems, veri-
fies the approach based on numerical simulation, and
demonstrates feasibility on clinically relevant, real-world
data.However,our work is not without limitation.First, the
fusion quality metric derived in this paper is the special
solution of n = 2 source domains (e.g., imaging data +

blood marker data). In future work, we plan to study the
more complex,general solution of n > 2 source domains
and cases where the optimal point is not achieved when
data sources are equally weighted. Second, our exper-
imental design was based on a retrospective dataset
limited in sample size due to relevant inclusion criteria.
While our experimental results were largely consistent
with our theoretical formulation and numerical analy-
sis, future application work should be based on a larger
dataset. Vector growing in particular may have impli-
cations to model overfitting, which should be carefully
investigated on a larger dataset. Third, we chose to
implement a positional encoding scheme based on its
simplicity and its popularity in other fields. Our goal
here was to increase the dimension of blood markers
and avoid changing its contained information, which is
the relative size of each data point. Intuitively, the rela-
tive position of a data point among all possible values
demonstrates the same information as its relative size.
However, there are a variety of other encoding methods
(e.g., linear projection, principal component analysis)
that can be investigated as future work, all of which
can be studied via our fusion quality approach. Finally,
we modified the ResNet-152 model to extract imaging
features and make the predictions at the same time.
This design choice was based on the well-known effec-
tiveness of ResNet-152 as an image encoder. However,
other predictors such as multi-layer FCL with a bet-
ter performance in non-linear problems are also worth
exploring as future work, which can be coupled with our
proposed data fusion technique.

5 CONCLUSIONS

In this work, we introduced the concept of data fusion
quality for multi-source deep learning problems. We
provided a rigorous theoretical framework, numeri-
cal validation, and real-world application in abdominal
radiology. Our data suggests that CT imaging and hep-
atic blood markers provide complementary diagnostic
information when appropriately fused. This is a clini-
cally relevant finding,because there is growing scientific
evidence that portal venous hypertension is an impor-
tant biomarker to identify patients at risk for cirrhosis.
The mathematical formalism proposed in this paper can
be applied to other applications in diagnostic medical
imaging.
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