
METHODS AND APPLICATIONS OF ANALYSIS. c© 2016 International Press
Vol. 23, No. 2, pp. 119–154, June 2016 001

ERROR ESTIMATE OF THE PARTICLE METHOD FOR THE

b-EQUATION∗
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Abstract. In this paper, we establish the optimal error estimate of the particle method for
a family of nonlinear evolutionary partial differential equations, or the so-called b-equation. The
b-equation, including the Camassa-Holm equation and the Degasperis-Procesi equation, has many
applications in diverse scientific fields. The particle method is an approximation of the b-equation
in Lagrangian representation. We also prove short-time existence, uniqueness and regularity of the
Lagrangian representation of the b-equation.
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1. Introduction. In this paper, the Cauchy problems of the following family of
nonlinear evolutionary PDEs (named b-equation) in 1-dimensional case are consid-
ered. For x ∈ R, t > 0,

∂tm+ ∂x(um) + (b− 1)m∂xu = 0, m = (1− α2∂xx)u, (1.1)

with b > 1 and subject to the initial condition

m(x, 0) = m0(x), x ∈ R. (1.2)

Here, functions m(x, t) and u(x, t) represent the momentum and velocity respectively.
The velocity function u(x, t) can also be expressed as a convolution of m(x, t) with
the kernel G(x),

u(x, t) = G ∗m =

∫
R

G(x− y)m(y, t)dy. (1.3)

It is well-known that the equation (1.1) has solitary wave solutions of the form
u(x, t) = aG(x − ct) with speed c = −aG(0) which is proportional to the amplitude
of the solution. The parameter b is the stretching factor. We refer to [25] for details.
These kinds of evolutionary equations are established in diverse scientific fields based
on different choices of parameter b and a special choice of the kernel. In this paper,
we take

G(x) =
1

2α
e−|x|/α, (1.4)

where, α is the length scale of kernel and G(x) is the fundamental solution for
Helmholtz operator 1 − α2∂xx, i.e., (1 − α2∂xx)G = δ and δ is the Dirac δ distri-
bution. For periodic domain, G(x+ 1) = G(x), the kernel is given by

G(x) =
cosh(x − [x]− 1

2 )

2 sinh(12 )
. (1.5)
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When b = 2, the associated b-equation is the so-called Camassa-Holm (C-H)
equation, which was established by Camassa and Holm to model the unidirectional
propagation of waves on the free surface of a shallow layer of water (u(x, t) representing
the water’s free surface above a flat bottom) [2]. This equation was also independently
derived by Dai [17] to model the nonlinear waves in cylindrical hyper-elastic rods with
u(x, t) representing the radial stretch relative to a pre-stressed state. In the case of
b = 3, the associated equation is named the Degasperis-Procesi (D-P) equation and
it is used to model the propagation of nonlinear dispersive waves [18]. In higher
dimensional cases, the corresponding equation is called the Euler-Poincaré equation,
which appears in the mathematical model of fully nonlinear shallow water waves
[4, 25]. Beyond these, this equation has many further applications in computer vision
[26] and computational anatomy [27].

Mathematical analysis of the Cauchy problems for both the C-H equation and
the D-P equation have been extensively studied in the literature. Those researches
are mainly concentrated on the well-posedness, such as the existence and uniqueness
for the local classical solution, the global weak solutions, and blow-up behavior [1, 8,
14, 32].

However, those kinds of mathematical theories cannot be directly used in the
error analysis of the particle method because the particle method is an approximation
of the b-equation in Lagrangian representation X(ξ, t), p(ξ, t). In this paper, we
will establish a mathematical theory, such as well-posedness and regularity for the
Lagrangian dynamics of the b-equation as described in the following paragraph. To
our knowledge, this is the first result in this direction.

Denoting the time derivative of (X(ξ, t), p(ξ, t)) by (Ẋ(ξ, t), ṗ(ξ, t)) and regarding
ξ (we call it Lagrangian label) as a parameter, the Lagrangian dynamics of the b-
equation is given by

Ẋ(ξ, t) =

∫ L

−L

G(X(ξ, t)−X(η, t))p(η, t)dη, (1.6)

ṗ(ξ, t) = −(b− 1)p(ξ, t)

∫ L

−L

G
′

(X(ξ, t)−X(η, t))p(η, t)dη, (1.7)

with initial data X(ξ, 0) = ξ, p(ξ, 0) = m0(X(ξ, 0)) = m0(ξ). We suppose
that supp m0 ⊂ [−L,L]. The solution to the b-equation, u(x, t) and m(x, t), can be
constructed by the Lagrangian representation (X(ξ, t), p(ξ, t)) in the following form

u(x, t) =

∫ L

−L

p(η, t)G(x −X(η, t))dη, (1.8)

m(x, t) =

∫ L

−L

p(η, t)δ(x−X(η, t))dη. (1.9)

We prove local existence of the unique solution to this dynamical system under con-
dition m0 ∈ L1[−L,L] in Theorem 2.1. In this theorem, we also obtain a property of
well-separation of trajectory: Xξ(ξ, t) ≥ C for some constant C > 0. This property
plays a crucial role in the higher order regularity analysis of the Lagrangian dynamics
and error estimates of the particle method in Section 2 and 3, respectively. In Theo-
rem 2.2, under the condition m0 ∈ C2

c [−L,L], we prove that (u(x, t),m(x, t)), given
by (1.8)-(1.9), is the classical solution to the b-equation.

Some traditional numerical methods, such as finite difference methods, finite el-
ement methods and spectral methods, have been proposed in [3, 9, 24, 31, 33] to
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compute the numerical solution for the C-H equation and the D-P equation [30]. It is
well known that the C-H equation has solitary solutions with form u(x, t) = ae−|x−ct|,
named as peakon [15, 20, 28, 11, 12, 13, 19, 29]. A remarkable characteristic of those
solutions is the discontinuity in their first derivative at peaks and those peakons are
the leading driver of the time evolution. As a result, many of these conventional
numerical methods require very fine grids along with adaptive techniques for a better
simulation of the behavior of the peakon solution.

Based on the characteristic of peakon solution, in [3], Camassa, Huang and Lee
developed a particle method to solve the C-H equation numerically. The particle
method is exactly an N-peakon solution to the C-H equation, where N is the number
of particles in the particle method. The evolution of peakons is given by a singular
system of Ordinary Differential Equations (ODEs), which reassembles the Lagrangian
dynamics (1.6)-(1.7). In their paper [3], the authors provided an elegant proof of the
global existence of the solution of this ODEs by using the Lax Pair and the complete
integrability of the C-H equation when the initial data m0 ≥ 0. They also provided
a formal error estimate and a clean 2nd order accuracy check with some interesting
numerical experiments. In some subsequent works, the particle method had been
applied to solve the C-H equation, the Euler-Poincaré equation(2-D) [5, 6, 7, 21] and
the D-P equation [19, 25] numerically. Compared with traditional numerical methods,
the particle method has two main advantages: (i) it possesses low numerical diffusion
which allows one to capture a variety of nonlinear waves with high resolution; (ii) it
is easy and accurate to handle the peakon solutions.

To improve the efficiency and accuracy, one can use a mollifier with scale ε ≥ 0 to
regularize the kernel. For ε > 0 and ε = 0, this method is analogous to the vortex blob
method [16] and the point vortex method [23] for the incompressible Euler equations,
respectively.

The main purpose of this paper is to provide an optimal error estimate of the
particle methods, with or without regularization, for the b-equation. The framework
of our analysis is similar to that of vortex method for the incompressible Euler equa-
tions [16, 23]. Stability and error estimate of the particle method are first established
under an a-priori assumption (3.22) where the numerical particles remain well sepa-
rated like the exact ones. Then, this a-priori assumption is justified by the result of
error estimate. The advantage of using the a-priori assumption is to avoid the singu-
larity of the kernel in estimations. We establish the optimal error estimate between
the numerical solution of the particle method and the exact Lagrangian representa-
tion (X(ξ, t), p(ξ, t)) in Theorem 3.1 for both ε = 0 and ε > 0. As a by-product, we
also prove the existence of the solution to the resulting singular ODEs of the particle
method without using the complete integrability and positive condition on the initial
data. The error estimate of u(x, t) in C1 norm is provided by Theorem 3.2 and the
error estimate of m(x, t) is measured in the Lipschitz distance in Theorem 3.3.

The remainder of this paper is organized as follows. In Section 2, we introduce the
Lagrangian dynamics for the b-equation. We prove the local existence, uniqueness,
regularity and a property of well-separation of trajectory: Xξ(ξ, t) ≥ C > 0 of these
dynamics. In Section 3, we describe the particle method and introduce the mollifier
regularization of the particle method. We also provide the error estimate of the
numerical integration involving singular kernel G

′

. Then, we state and prove our main
results about the error estimates for the particle method in terms of the Lagrangian
representation (X(ξ, t), p(ξ, t)) and the classical solution (u(x, t), m(x, t)) to the b-
equation. A concluding remark is given in Section 4. The appendix provides some
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additional details and proofs that were omitted in the main text.

2. Lagrangian dynamics of the b-equation and short-time existence

of classical solution. In this section, we first introduce the Lagrangian dynamics
of the b-equation. Then, we study the existence and regularity of the Lagrangian
representation (X(ξ, t), p(ξ, t)) to this dynamics. A classical solution (u(x, t), m(x, t))
of (1.1) can be constructed by this Lagrangian representation. The regularity result
obtained in this section will be used in our error analysis of the particle method in
Section 3. The following function space will be used in this section.

For nonnegative integers m, n and real number T > 0, we denote UT = [−L,L]×
(0, T ] and introduce the function space [22]

Cn
m(UT ) :=

{
u : UT → R : ∂β

xu ∈ C(UT ), |β| ≤ n; ∂α
t u ∈ C(UT ), |α| ≤ m

}
.

2.1. Lagrangian dynamics of the b-equation. We first introduce the La-
grangian dynamics of the b-equation.

Ẋ(ξ, t) = u(X(ξ, t), t) (2.1)

ṗ(ξ, t) = −(b− 1)p(ξ, t)∂xu(X(ξ, t), t) (2.2)

X(ξ, 0) = ξ, p(ξ, 0) = m0(ξ), supp {m0} ⊂ [−L,L], (2.3)

where, ξ ∈ [−L,L] is the Lagrangian label and u(x, t) is given by (1.8).
The solution to (1.1)-(1.2) can be constructed by the Lagrangian representation

(X(ξ, t), p(ξ, t)) as described in (1.8)-(1.9). It is easy to find that u(x, t) = G∗m(x, t).
Moreover, the following lemma shows that the pair (u(x, t), m(x, t)) is indeed the
classical solution to (1.1)-(1.2).

Lemma 2.1. Assuming that X(ξ, t) ∈ C3
1 (Uδ), p(ξ, t) ∈ C2

1 (Uδ) are the solutions
of (2.1)-(2.3)-(1.8) and (u(x, t),m(x, t)) defined by (1.8)(1.9) satisfying u(x, t) ∈
C3

1 (R×(0, δ]) for some constant δ > 0, then, (u(x, t),m(x, t)) is the classical solutions
of (1.1)-(1.2) .

Proof. For any test function φ ∈ C∞c (R), with notation 〈φ, ψ〉 :=∫ +∞

−∞ φ(x)ψ(x)dx, a direct computation shows that

〈φ,m〉 =

∫ +∞

−∞

φ(x)

∫ L

−L

δ(x−X(η, t))p(η, t))dηdx =

∫ L

−L

p(η, t)φ(X(η, t))dη.

Therefore, by using (2.1)(2.2), we have

〈φ,mt〉 =
d

dt
〈φ,m〉 =

∫ L

−L

ṗ(η, t)φ(X(η, t)) + p(η, t)φ
′

(X(η, t)))Ẋ(η, t)dη

=

∫ L

−L

[−(b− 1)p(η, t)ux(X(η, t), t)]φ(X(η, t)) + p(η, t)(φ
′

u)(X(η, t))dη.

The above equality can be rewritten as

〈φ,mt〉 =

∫ L

−L

p(η, t)

∫ +∞

−∞

δ(x−X(η, t))
[
−(b− 1)uxφ+ φ

′

u
]
(x)dxdη

=

∫ +∞

−∞

[
−(b− 1)uxφ+ φ

′

u
]
(x)

∫ L

−L

p(η, t)δ(x −X(η, t))dηdx

= 〈φ
′

u,m〉 − (b − 1)〈uxφ,m〉 = −〈φ, (um)x〉 − (b − 1)〈φ,mux〉

= −〈φ, (um)x + (b− 1)mux〉.
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This means that mt + (um)x + (b − 1)mux = 0 since that φ(x) is arbitrary.

For further analysis, we need more properties about the kernel G. It is easy to
verify that the kernel G(x) = 1

2αe
−|x|/α satisfies

• G(x) is even function and G′(x) is odd function and ‖G‖L∞ = 1
2α , ‖G

′

‖L∞ =
1

2α2 ;

• |G(a)−G(b)| ≤ 1
2α2 |a−b|, ∀ a, b; |G

′

(a)−G
′

(b)| ≤ 1
2α3 |a−b|, ab > 0.

In general, we assume that the kernel G satisfies the following properties:
1. G(x) and G

′

(x) are bounded.
2. The following inequalities hold,

|G(a) −G(b)| ≤ K1 |a− b|, ∀ a, b. (2.4)

|G
′

(a)−G
′

(b)| ≤ K2 |a− b|, ab > 0. (2.5)

Before the proof of the existence of solution to (2.1)-(2.3), we state some useful
priori estimates.

Lemma 2.2. Assuming that p(ξ, t) ∈ C2
1 (Uδ) is a solution to (2.1)-(2.3) and G

′

is an odd function, then
∫ L

−L
p(η, t)dη is independent of time variable t. Particularly,

if p0 ≥ 0, then ‖p(·, t)‖L1 = const. 0 ≤ t ≤ δ.

Proof. Using the fact that G
′

is an odd function, one has

d

dt

∫ L

−L

p(η, t)dη = −(b− 1)

∫ L

−L

∫ L

−L

p(ξ, t)G
′

(X(ξ, t)−X(η, t))p(η, t)dηdξ = 0.

Lemma 2.3. Assume that m0 ∈ L1[−L,L] and (X(ξ, t), p(ξ, t)) satisfying (2.1)-

(2.3) and let T0 := 2α2

(b−1)‖m0‖L1
. Then, for 0 < t ≤ T < T0, the following estimate

holds

‖p(·, t)‖L1 ≤
2α2‖m0‖L1

2α2 − (b− 1)T ‖m0‖L1

=: B1.

Proof. According to (2.2)(2.3), we have

|p(ξ, t)| ≤ |m0(ξ)| + (b− 1)

∫ t

0

|p(ξ, s)|

∫ L

−L

|G
′

(X(ξ, s)−X(η, s))p(η, s)|ds.

By integrating this inequality on [−L,L], one has

‖p(·, t)‖L1 ≤ ‖m0‖L1 + (b− 1)‖G′‖L∞

∫ t

0

‖p(·, s)‖2L1ds.

From Gronwall’s inequality and ‖p(·, 0)‖L1 = ‖m0‖L1, we arrive at

‖p(·, t)‖L1 ≤
2α2‖m0‖L1

2α2 − (b− 1)T ‖m0‖L1

.
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2.2. Local existence and uniqueness of the solution to the Lagrangian

dynamics. We denote the right hand side (RHS) of (2.1) and (2.2) as functionals
f(X, p), g(X, p), respectively. Then, (2.1)-(2.3) can be rewritten as

Ẋ(ξ, t) = f(X, p) (2.6)

ṗ(ξ, t) = g(X, p) (2.7)

X(ξ, 0) = ξ, p(ξ, 0) = m0(ξ). (2.8)

In this subsection, we establish the short-time existence and uniqueness of the solution
to the Lagrangian dynamics (2.6)-(2.8) in the following theorem.

Theorem 2.1. Assuming that m0(x) ∈ L1[−L,L] with ‖m0‖L1 = M0, then,
there exist constants C1 > 0, δ > 0, such that (2.6)-(2.8) has a unique solution
(X(ξ, t), p(ξ, t)) satisfying

X(ξ, t) ∈ C0
1 (Uδ) (2.9)

1

C1
≤ Xξ(ξ, t) ≤ C1, (ξ, t) ∈ Uδ (2.10)

p(·, t) ∈ L1[−L,L]), for 0 < t ≤ δ; p(ξ, ·) ∈ C[0, δ], for ξ ∈ [−L,L]. (2.11)

We split the proof of this theorem into the following three items and state them
in Lemma 2.4, 2.5 2.6, respectively.

(1) With notation

T1 := min

{
1

4(b− 1)M0‖G
′‖L∞

, T0

}
,

we prove that, for any given p ∈ C([0, T1], L
1[−L,L]) satisfying ‖p‖C(0,T1;L1[−L,L]) ≤

2M0, there exists unique solution Xp(ξ, t) ∈ C0
1 (Ut1) to (2.6) for some sufficient small

constant t1 > 0. The subscript p represents that Xp depends on p.

(2) We prove that ∂ξXp(ξ, t) exists and satisfies (2.10).
(3) We prove that there exists unique p(ξ, t) satisfying (2.7) and

p(·, t) ∈ L
1[−L, L], 0 < t ≤ δ; p(ξ, ·) ∈ C[0, δ], ξ ∈ [−L,L]; ‖p‖C(0,T1 ;L1[−L,L]) ≤ 2M0.

To prove (1), for a fixed p(ξ, t), the system (2.6) can be recast as,

Ẋp(ξ, t) =

∫ L

−L

G(Xp(ξ, t) −Xp(η, t))p(η, t)dη =: F (Xp), (2.12)

X(ξ, 0) = ξ. (2.13)

Denote

P =

{
p(ξ, t) ∈ C([0, T1], L

1[−L,L]) : max
0≤t≤t1

‖p(·, t)‖L1 ≤ 2M0, p(ξ, 0) = m0(ξ)

}
(2.14)

then, we have

Lemma 2.4. For any given p(ξ, t) ∈ P, the system (2.12)-(2.13) has a unique

solution Xp in C0
1 (Ut1), t1 = min

{
1

8M0K1
, 1
‖G‖L∞

, T1

}
.
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Proof. (2.12) can be rewritten as its equivalent integral equation

Y (ξ, t) = ξ +

∫ t

0

∫ L

−L

G(Y (ξ, s)− Y (η, s))p(η, s)dηds =: Tp(Y ). (2.15)

Here, we have simplified Xp by Y . We use the contraction mapping theorem to prove
existence of a unique solution to (2.15). To this end, by defining the closed subset

M =

{
Y (ξ, t) ∈ C(Ut1) : max

0≤t≤t1
‖Y (·, t)‖L∞ ≤ C∗∗ := L+ 2M0

}
,

we should show that the mapping Tp is a contraction on M for sufficient small t1.
Step 1: It is clear that Tp(Y )(ξ, t) ∈ C(Ut1). By using (2.14), one has

‖Tp(Y )(·, t)‖L∞ ≤ L+ 2M0t1‖G‖L∞ ≤ C∗∗

Then, Tp maps M onto itself by taking t1‖G‖L∞ ≤ 1.
Step 2. The operator Tp is a contraction. Actually, by using the property (2.4), we
have

|(Tp(Y1)− Tp(Y2))(ξ, t)|

≤

∫ t

0

∫ L

−L

| [G(Y1(ξ, s)− Y1(η, s))−G(Y2(ξ, s)− Y2(η, s))] p(η, s)|dηds

≤ K1

∫ t

0

∫ L

−L

[|Y1(ξ, s)− Y2(ξ, s)|+ |Y1(η, s)− Y2(η, s)|] |p(η, s)|dηds

≤ 4M0K1

∫ t1

0

‖(Y1 − Y2)(·, s)‖L∞ds.

This means that

‖(Tp(Y1)− Tp(Y2))‖M ≤ 4M0K1t1‖(Y1 − Y2)‖M,

where we have used the notation ‖Y ‖M := supt∈[0,t1] ‖Y (·, t)‖L∞ . Therefore, the
mapping Tp is contractive by setting

t1 = min

{
1

8M0K1
,

1

‖G‖L∞

}
.

By the contraction mapping theorem, the system (2.12)-(2.13) has a unique solution
on [0, t1]. It is obvious that Y ∈ C0

1 (Ut1) since it is the solution to (2.12) and F (Xp) ∈
C(Ut1). This ends the proof.

We now turn to proving that ∂ξXp(ξ, t) exists and satisfies (2.10). This result
plays an important role throughout the remainder of this paper. For simplicity in no-
tation, we use X(ξ, t) to denote the solution Xp(ξ, t) of ( 2.12)-( 2.13) in the following
lemma.

Lemma 2.5. Assume that p(ξ, t) ∈ L1(Ut1) for some t1 > 0. let C1 =

exp(‖G
′

‖L∞

∫ t1
0
‖p(·, s)‖L1ds), and let X(ξ, t) be the solution of ( 2.12)-( 2.13) in

(0, t1]. Then, Xξ(ξ, t) exists and satisfies

1

C1
≤ Xξ(ξ, t) ≤ C1, (ξ, t) ∈ Ut1 .
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Proof. By formally differentiating (2.12) with respect to ξ, the existence ofXξ(ξ, t)
is related to the following system

Ẋξ(ξ, t) = Xξ(ξ, t)

∫ L

−L

G
′

(X(ξ, t)−X(η, t))p(η, t)dη,

with initial data Xξ(ξ, 0) = 1.
One can find that this linear system has a solution. This in turn means that the

derivative of X(ξ, t) with respect to ξ exists and has the following representation

Xξ(ξ, t) = eA(ξ,t), A(ξ, t) =

∫ t

0

∫ L

−L

G
′

(X(ξ, s)−X(η, s))p(η, s)dηds.

A direct computation shows that

|A(ξ, t)| ≤

∫ t

0

|

∫ L

−L

G
′

(X(ξ, t)−X(η, t))p(η, t)dηds| ≤ ‖G
′

‖L∞

∫ t1

0

‖p(·, s)‖L1ds.

Therefore, our assertion holds with C1 = exp(‖G
′

‖L∞

∫ t1
0 ‖p(·, s)‖L1ds). This ends

the proof of this lemma.

Now, we can state the last part of the proof of Theorem 2.1, the existence and
uniqueness of the solution to (2.7).

Lemma 2.6. For initial data m0(ξ) ∈ L1[−L,L], there exists 0 < δ ≤ t1, such
that the following system

ṗ(ξ, t) = −(b− 1)p(ξ, t)

∫ L

−L

G
′

(Xp(ξ, t)−Xp(η, t))p(η, t)dη, (2.16)

subject to initial data p(ξ, 0) = m0(ξ), has a unique solution p ∈ P(Uδ). Here, Xp(ξ, t)
is the solution of (2.12).

Proof. The equivalent integral equation of (2.16) is given by

p(ξ, t) = m0(ξ)− (b − 1)

∫ t

0

p(ξ, s)

∫ L

−L

G′(Xp(ξ, s)−Xp(η, s))p(η, s)dηds =: L(p).

To prove that there exists a unique solution to (2.16), we define the closed subset

N :=
{
p(ξ, t) : p(·, t) ∈ L1[−L,L], ‖p(·, t)‖L1 ≤ 2M0, 0 ≤ t ≤ δ

}
.

Then, we will show that L is a contraction mapping on N .
(1) L maps N onto N . By noticing that δ ≤ 1

4(b−1)M0‖G′‖L∞
, one has

‖L(p)(·, t)‖L1 ≤ ‖m0‖L1 + 4(b− 1)M2
0 δ‖G

′‖L∞ ≤ 2M0.

(2) L is a contraction. For simplicity in notation, we denote X1, X2 as Xp1
, Xp2

,
respectively. Then,

|(L(p1)− L(p2))(ξ, t)| ≤ (b− 1)

∫ t

0

|I1(ξ, s)|+ |I2(ξ, s)|ds
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with notations

I1(ξ, t) = p1(ξ, t)

∫ ξ

−L

p1(η, t)G
′

(X1(ξ, t)−X1(η, t))dη

−p2(ξ, t)

∫ ξ

−L

p2(η, t)G
′

(X2(ξ, t)−X2(η, t))dη,

I2(ξ, t) = p1(ξ, t)

∫ L

ξ

p1(η, t)G
′

(X1(ξ, t)−X1(η, t))dη

−p2(ξ, t)

∫ L

ξ

p2(η, t)G
′

(X2(ξ, t)−X2(η, t))dη.

In above notations, we have divided the interval [−L,L] into [−L, ξ]
⋃
[ξ, L] to avoid

integrant crossing the discontinues point of G
′

at zero. Consequently, the monotonic-
ity of the flow mapping X(ξ, t) can be used in each sub-interval. We should keep in
mind that this kind of integral will always be dealt with in such a way throughout
this paper. Then, the first term I1(ξ, t) can be estimated as follows.

|I1(ξ, t)| ≤ |(p1(ξ, t)− p2(ξ, t))

∫ ξ

−L

p1(η, t)G
′

(X1(ξ, t)−X1(η, t))dη|

+|p2(ξ, t)

∫ ξ

−L

(p1(η, t)− p2(η, t))G
′

(X1(ξ, t)−X1(η, t))dη|

+|p2(ξ, t)

∫ ξ

−L

p2(η, t)
[
G

′

(X1(ξ, t)−X1(η, t))−G
′

(X2(ξ, t)−X2(η, t))
]
dη|.

According to (2.10), we know that [X1(ξ, t)−X1(η, t)] × [X2(ξ, t)−X2(η, t)] > 0.
Then, by using the property (2.5), we have

|I1(ξ, t)| ≤ 2M0‖G
′

‖L∞ |p1(ξ, t)− p2(ξ, t)|+ ‖G
′

‖L∞|p2(ξ, t)|‖p1(·, t)− p2(·, t)‖L1

+2K2|p2(ξ, t)|‖X1(·, t)−X2(·, t)‖L∞‖p2(·, t)‖L1 .

In the same way, we also have

|I2(ξ, t)| ≤ 2M0‖G
′

‖L∞ |p1(ξ, t)− p2(ξ, t)|+ ‖G
′

‖L∞|p2(ξ, t)|‖p1(·, t)− p2(·, t)‖L1

+2K2|p2(ξ, t)|‖X1(·, t)−X2(·, t)‖L∞‖p2(·, t)‖L1 .

Therefore, by choosing constantK = (b−1)max
{
8M0‖G

′

‖L∞ , 16M2
0K2

}
, we arrive

at

‖(L(p1)− L(p2))(·, t)‖L1 ≤ K

∫ t

0

(‖p1(·, s)− p2(·, s)‖L1 + ‖(X1 −X2)(·, s)‖L∞)ds.

(2.17)
On the other hand, according to (2.15)

(X1 −X2)(ξ, t)

=

∫ t

0

∫ L

−L

[G(X1(ξ, s)−X1(η, s))p1(η, s)−G(X2(ξ, s)−X2(η, s))p2(η, s)] dηds.

Hence, by taking the L∞ norm, one has

‖(X1−X2)(·, t)‖L∞ ≤

∫ t

0

‖G‖L∞‖p1(·, s)−p2(·, s)‖L1+4M0K1‖(X1−X2)(·, s)‖L∞ds.
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Then, Gronwall’s inequality yields

‖(X1 −X2)(·, t)‖L∞ ≤ δe4M0K1δ‖G‖L∞‖p1 − p2‖N , (2.18)

with notation ‖Y ‖N := supt∈[0,δ] ‖Y (·, t)‖L1 . Combining (2.17) and (2.18), one has

‖(L(p1)− L(p2))‖N ≤ Kδ‖p1 − p2‖N +Kδ2e4M0K1δ‖G‖L∞‖p1 − p2‖N ,

As a result, for sufficient small δ, we have

Kδ +Kδ2e4M0K1δ‖G‖L∞ < 1,

the mapping L is a contraction. The argument is closed here by the contraction
mapping theorem.

Remark 2.1. In the proof of the existence and uniqueness of the Lagrangian
dynamics (2.6)-(2.8), we only use the general assumptions on the kernel G. As a
by-product, We know that the solution X(ξ, t) satisfies 1

C1
≤ Xξ ≤ C1. This means

that the particles will not cross over at any time t < δ.

2.3. Regularity results. In this subsection, we improve the regularity for
(X(ξ, t), p(ξ, t)) under the condition m0 ∈ C1

c [−L,L] in Lemma 2.9, and then un-
der condition m0 ∈ C2

c [−L,L] in Lemma 2.10.
We first provide the following technical lemma about the continuity with respect

to ξ, t for the integral involving G
′

.

Lemma 2.7. Assuming that X(ξ, t) ∈ C(Uδ1) satisfying (2.10) and g satisfies
‖g(·, t)‖L∞ , ‖∂tg(·, t)‖L1 ≤M, 0 < t ≤ δ1 for some 0 < δ1 ≤ t1, denoting

A(ξ, t) :=

∫ L

−L

G
′

(X(ξ, t)−X(η, t))g(η, t)dη, (2.19)

then, A(ξ, t) ∈ C(Uδ1) .

Proof. For any ξ1 < ξ2, t1, t2, according to the definition of A(ξ, t), one has

A(ξ1, t1)−A(ξ2, t2) =

∫ L

−L

G
′

(X(ξ1, t1)−X(η, t1))g(η, t1)dη

−

∫ L

−L

G
′

(X(ξ2, t2)−X(η, t2))g(η, t2)dη.

To avoid variables crossing the discontinues point of G
′

at zero, we split the integral
range into the following three parts.

|A(ξ1, t1)−A(ξ2, t2)|

≤

∫ L

−L

|G
′

(X(ξ1, t1)−X(η, t1))||g(η, t1)− g(η, t2)|dη

+

∫ ξ1

−L

|G
′

(X(ξ1, t1)−X(η, t1))−G
′

(X(ξ2, t2)−X(η, t2))||g(η, t2)|dη

+

∫ ξ2

ξ1

|G
′

(X(ξ1, t1)−X(η, t1))−G
′

(X(ξ2, t2)−X(η, t2))||g(η, t2)|dη

+

∫ L

ξ2

|G
′

(X(ξ1, t1)−X(η, t1))−G
′

(X(ξ2, t2)−X(η, t2))||g(η, t2)|dη.
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Then, by using monotonicity of X(ξ, t) (2.10) and (2.5), we have

|A(ξ1, t1)−A(ξ2, t2)| ≤M‖G
′

‖L∞ |t1 − t2|+ 2LMK2|X(ξ1, t1)−X(ξ2, t2)|

+2M‖G
′

‖L∞ |ξ1 − ξ2|+MK2

∫ L

−L

|X(η, t1)−X(η, t2)|dη.

Hence, A(ξ, t) ∈ C(Uδ1) since X(ξ, t) ∈ C(Uδ1) and ‖A(·, t)‖L∞ ≤ 2LM‖G
′

‖L∞ .

With this lemma at hand, we now state the regularity results under the condition
m0(ξ) ∈ C[−L,L].

Lemma 2.8. Assuming that the initial data m0(ξ) ∈ C[−L,L] and
(X(ξ, t), p(ξ, t)) is a solution to (2.6)-(2.8) satisfying (2.10) and ‖p(·, t)‖L1 ≤
2M0, 0 ≤ t ≤ δ, then, we have

∂tp(ξ, t) ∈ C(Uδ); X(ξ, t) ∈ C1
1 (Uδ). (2.20)

proof: Taking the L1 norm to (2.2), one has

‖∂tp(·, t)‖L1 ≤ (b− 1)‖G
′

‖L∞‖p(·, t)‖2L1 ≤ 4(b− 1)M2
0 ‖G

′

‖L∞ .

We recast (2.2) as

ṗ(ξ, t) = p(ξ, t)Q(ξ, t). (2.21)

with Q(ξ, t) := −(b− 1)
∫ L

−LG
′

(X(ξ, t)−X(η, t))p(η, t)dη. Then,

p(ξ, t) = m0(ξ)e
∫

t

0
Q(ξ,s)ds, (2.22)

and the following estimate holds

‖Q(·, s)‖L∞ ≤ 2M0(b− 1)‖G
′

‖L∞.

According to (2.22), we also have

‖p(·, t)‖L∞ ≤ ‖m0‖L∞e2M0(b−1)δ‖G
′
‖L∞ .

Therefore, Q(ξ, t) ∈ C(Uδ) by Lemma 2.7 and p(ξ, t) ∈ C(Uδ) according to (2.22) and
m0(ξ) ∈ C[−L,L]. Then, from (2.21), we know that ∂tp(ξ, t) ∈ C(Uδ). On the other
hand, as it is shown in Lemma 2.5 that

Xξ(ξ, t) = eA(ξ,t), A(ξ, t) =

∫ t

0

∫ L

−L

G
′

(X(ξ, s)−X(η, s))p(η, s)dηds.

Therefore, by using Lemma 2.7 again, we know that A(ξ, t) belongs to C(Uδ). This
means that X(ξ, t) ∈ C1

1 (Uδ).

In summary, under the condition m0 ∈ C[−L,L], we arrive at, with constant C1

defined in Lemma 2.5,

X(ξ, t) ∈ C1
1 (Uδ);

1

C1
≤ Xξ(ξ, t) ≤ C1, (ξ, t) ∈ Uδ; p(ξ, t) ∈ C0

1 (Uδ). (2.23)
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In the next Lemma, we improve the regularity results when the initial condition
is given by m0 ∈ C1

c [−L,L].

Lemma 2.9. Assume that m0 ∈ C1
c [−L,L] and let (X(ξ, t), p(ξ, t)) be the solution

of (2.6)-(2.8) satisfying (2.10) and ‖p(·, t)‖L1 ≤ 2M0, 0 ≤ t ≤ δ. Then, for 0 ≤
t ≤ δ,

p(ξ, t) ∈ C1
1 (Uδ), X(ξ, t) ∈ C2

1 (Uδ)

and

p(±L, t) = pξ(±L, t) = 0;

max {‖p(·, t)‖C0, ‖X(·, t)‖C1} ≤ C(δ, ‖m0‖C0 , ‖G‖L∞ , ‖G
′

‖L∞ , b).

Proof. Step 1. For any ξ ∈ [−L,L], one has, from (2.7)(2.8)

ṗ(ξ, t) = −(b− 1)p(ξ, t)

∫ L

−L

G
′

(X(ξ, t)−X(η, t))p(η, t)dη =: p(ξ, t)Q(ξ, t).

By taking ξ = ±L, we have

dp(±L, t)

dt
= p(±L, t)Q(±L, t)

with initial data p(±L, 0) = m0(±L) = 0. Therefore, p(±L, t) = 0 for 0 < t ≤ δ.
Step 2. We estimate the bounds of ‖p(·, t)‖C0, ‖X(·, t)‖C1 for 0 < t ≤ δ. According
to (2.6)-(2.8),

X(ξ, t) = ξ +

∫ t

0

∫ L

−L

G(X(ξ, s)−X(η, s))p(η, s)dηds.

Therefore,

‖X(·, t)‖L∞ ≤ L+ 2M0t‖G‖L∞ ≤ L+ 2M0δ‖G‖L∞.

On the other hand,

p(ξ, t) = m0(ξ)− (b− 1)

∫ t

0

p(ξ, s)

∫ L

−L

G
′

(X(ξ, t)−X(η, s))p(η, s)dηds.

Hence, by taking L∞ norm, one has

‖p(·, t)‖L∞ ≤ ‖m0‖L∞ + 2M0(b− 1)‖G
′

‖L∞

∫ t

0

‖p(·, s)‖L∞ds.

Then, Gronwall’s inequality yields

‖p(·, t)‖L∞ ≤ ‖m0‖L∞

{
1 + 2(b− 1)δM0‖G

′

‖L∞ exp
[
2(b− 1)δM0‖G

′

‖L∞

]}
.

We now turn to estimate ‖Xξ(·, t)‖L∞ . A direct computation shows that

Xξ(ξ, t) = 1 +

∫ t

0

Xξ(ξ, s)

∫ L

−L

G
′

(X(ξ, s)−X(η, s))p(η, s)dηds. (2.24)
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Then,

‖Xξ(·, t)‖L∞ ≤ 1 + 2M0‖G
′

‖L∞

∫ t

0

‖Xξ(·, s)‖L∞ds.

Therefore, by recalling Gronwall’s inequality, one has

‖Xξ(ξ, t)‖L∞ ≤ 1 + 2δM0‖G
′

‖L∞ exp(2δM0‖G
′

‖L∞).

Step 3. We show that Xξξ(ξ, t) ∈ C(Uδ∗), pξ(·, t) ∈ C(Uδ∗), 0 < δ∗ ≤ δ . Taking
time derivative to (2.24), one has

Ẋξ(ξ, t) = Xξ(ξ, t)

∫ L

−L

G
′

(X(ξ, t)−X(η, t))p(η, t)dη.

Then, differentiating it with respect to ξ, one has

Ẋξξ(ξ, t) = Xξξ(ξ, t)

∫ L

−L

G
′

(X(ξ, t)−X(η, t))p(η, t)dη

+Xξ(ξ, t)∂ξ

{∫ L

−L

G
′

(X(ξ, t)−X(η, t))p(η, t)dη

}
.

(2.25)

We notice that∫ L

−L

G
′

(X(ξ, t)−X(η, t))p(η, t)dη = −

∫ L

−L

p

Xη
(η, t)∂ηG(X(ξ, t)−X(η, t))dη.

Then, by using integration by parts and p(±L, t) = 0, we have∫ L

−L

G
′

(X(ξ, t)−X(η, t))p(η, t)dη =

∫ L

−L

G(X(ξ, t)−X(η, t))∂η
p

Xη
(η, t)dη (2.26)

=

∫ L

−L

G(X(ξ, t)−X(η, t))
Xηpη − pXηη

X2
η

(η, t)dη.

Therefore, by substituting (2.26) into (2.25), the second order derivative of X satisfies

Ẋξξ(ξ, t) = Xξξ(ξ, t)

∫ L

−L

G
′

(X(ξ, t)−X(η, t))p(η, t)dη (2.27)

+X2
ξ (ξ, t)

∫ L

−L

G
′

(X(ξ, t)−X(η, t))
Xηpη − pXηη

X2
η

(η, t)dη

=: F1(ξ, t).

On the other hand, taking ξ− derivative to the following equation

ṗ(ξ, t) = −(b− 1)p(ξ, t)

∫ L

−L

G
′

(X(ξ, t)−X(η, t))p(η, t)dη,

one has

ṗξ(ξ, t) = −(b− 1)pξ(ξ, t)

∫ L

−L

G
′

(X(ξ, t)−X(η, t))p(η, t)dη

−(b− 1)p(ξ, t)∂ξ

∫ L

−L

G
′

(X(ξ, t)−X(η, t))p(η, t)dη.
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The second term can be dealt with as follows.∫ L

−L

G
′

(X(ξ, t)−X(η, t))p(η, t)dη =

∫ L

−L

−1

Xη(η, t)
∂ηG(X(ξ, t)−X(η, t))p(η, t)dη.

Then, by using integration by parts and p(±L, t) = 0 again, we have

∂ξ

∫ L

−L

G
′

(X(ξ, t)−X(η, t))p(η, t)dη

= Xξ(ξ, t)

∫ L

−L

G
′

(X(ξ, t)−X(η, t))
pηXη − pXηη

X2
η

(η, t)dη.

Therefore,

ṗξ(ξ, t) = −(b− 1)pξ(ξ, t)

∫ L

−L

G
′

(X(ξ, t)−X(η, t))p(η, t)dη (2.28)

−(b− 1)p(ξ, t)Xξ(ξ, t)

∫ L

−L

G
′

(X(ξ, t)−X(η, t))
pηXη − pXηη

X2
η

(η, t)dη

=: F2(ξ, t).

Combining (2.27) with (2.28), we obtain the following system for (Xξξ(ξ, t), pξ(ξ, t))

Ẋξξ(ξ, t) = F1(ξ, t) (2.29)

ṗξ(ξ, t) = F2(ξ, t) (2.30)

Xξξ(ξ, t) = 0, pξ(ξ, 0) = m
′

0(ξ). (2.31)

The denominators in F1(ξ, t), F2(ξ, t) are not vanishing thanks to the fact that Xη >
1
C1

> 0. The existence of the unique solution to this system can be proven by using
the contraction mapping theorem as stated in the following claim. The detailed proof
is given in Appendix.

Claim 2.1. Assuming that m0 ∈ C1
c [−L,L] and (p(ξ, t), X(ξ, t)) is the solution

to (2.6)-(2.8) satisfying

p(ξ, t) ∈ C0
1 (Uδ); X(ξ, t) ∈ C1

1 (Uδ);
1

C1
≤ Xξ(ξ, t) ≤ C1, (ξ, t) ∈ Uδ

then, there exists 0 < δ∗ ≤ δ such that the system (2.29)-(2.31) has a unique solution
Xξξ(ξ, t) ∈ C(Uδ∗), pξ(ξ, t) ∈ C(Uδ∗).

According to this Claim, we know that pξ(ξ, t) ∈ C(Uδ∗), Xξξ(ξ, t) ∈ C(Uδ∗) for
sufficient small 0 < δ∗ ≤ δ. With a little abuse of notation, we till use δ as δ∗ in
the following analysis. Combining with (2.23), we have p(ξ, t) ∈ C1

1 (Uδ), X(ξ, t) ∈
C2

1 (Uδ).
Step 4. Taking ξ = ±L in (2.28), pξ(±L, t) satisfies

ṗξ(±L, t) = −(b− 1)pξ(±L, t)

∫ L

−L

G
′

(X(±L, t)−X(η, t))p(η, t)dη (2.32)

subject to initial data pξ(±L, 0) = m
′

0(±L) = 0. Therefore, pξ(±L, t) = 0, 0 ≤ t ≤ δ.

The proof is finished here.
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Finally, we have the following higher order regularity results if m0 ∈ C2
c [−L,L].

Lemma 2.10. Assuming that m0 ∈ C2
c [−L,L], (X(ξ, t), p(ξ, t)) is a solution to

(2.6)-(2.8) satisfying p(±L, t) = pξ(±L, t) = 0, ‖p(·, t)‖L1 ≤ 2M0, 0 ≤ t ≤ δ and
(2.10), then, the following regularity results hold

X(ξ, t) ∈ C3
1 (Uδ); p(ξ, t) ∈ C2

1 (Uδ).

There also exists constant C̃1 := C(δ, ‖m0‖C2, ‖G‖L∞ , ‖G
′

‖L∞ , b), such that

‖p(·, t)‖C2 , ‖X(·, t)‖C3 ≤ C̃1, ∀ 0 ≤ t ≤ δ

Proof. We have proven that p(ξ, t) ∈ C1
1 (Uδ∗), X(ξ, t) ∈ C2

1 (Uδ∗) in Lemma 2.9.
Step 1. We estimate ‖Xξξ(·, t)‖L∞ , ‖pξ(·, t)‖L∞ . According to (2.29), a direct

computation yields

‖Ẋξξ(·, t)‖L∞

≤ 2M0‖G
′

‖L∞‖Xξξ(·, t)‖L∞ + C4
1‖G

′

‖L∞ [2C1L‖pξ(·, t)‖L∞ + 2M0‖Xξξ(·, t)‖L∞ ]

where, C1 is defined in (2.10). According to (2.30), with C being a generic constant,
one has

‖ṗξ(·, t)‖L∞ ≤ C(‖pξ(·, t)‖L∞ + ‖Xξξ(·, t)‖L∞).

Then, by using Gronwall’s inequality, we have

‖Xξξ(·, t)‖L∞ + ‖pξ(·, t)‖L∞ ≤ C(δ, ‖m0‖C1 , ‖G‖L∞ , ‖G
′

‖L∞ , b).

Step 2. We prove that there exist pξξ(ξ, t), Xξξξ(ξ, t) ∈ C(Uδ). The following
system for those two unknowns can be derived in the same way as the derivation of
(2.29)-(2.31) by noticing the fact that pξ(±L, t) = pξ(±L, t) = 0, 0 ≤ t ≤ δ.

Ẋξξξ(ξ, t) = Xξξξ(ξ, t)

∫ L

−L

D(ξ, η, t)Xξ(ξ, t)p(η, t)dη +X2
ξξ(ξ, t)

∫ L

−L

D(ξ, η, t)p(η, t)dη

+XξξX
2
ξ

∫ L

−L

D(ξ, η, t)S(η, t)dη. (2.33)

ṗξξ(ξ, t) = −(b− 1)pξξ(ξ, t)

∫ L

−L

D(ξ, η, t)p(η, t)dη (2.34)

−(b− 1) [2pξ(ξ, t)Xξ(ξ, t) + p(ξ, t)Xξξ(ξ, t)]

∫ L

−L

D(ξ, η, t)S(η, t)dη

−(b− 1)p(ξ, t)X2
ξ (ξ, t)

∫ L

−L

D(ξ, η, t)
SηXη − SXηη

X2
η

(η, t)dη

Xξξξ(ξ, 0) = 0, pξξ(ξ, 0) = m
′′

0 (ξ), (2.35)

where,

S(η, t) :=
pηXη − pXηη

X2
η

(η, t), D(ξ, η, t) := G
′

(X(ξ, t)−X(η, t)).
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The proof of the existence of pξξ(ξ, t) ∈ C(Uδ) and Xξξξ(ξ, t) ∈ C(Uδ) to (2.33)-(2.35)
is also similar to the proof of Claim 2.1. This proves that X(ξ, t) ∈ C3

1 (Uδ), p(ξ, t) ∈
C2

1 (Uδ).
Step 3. Finally, we bound ‖Xξξξ(·, t)‖L∞ , ‖pξξ(·, t)‖L∞ . According to (2.33)(2.34),

we have

‖ṗξξ(·, t)‖L∞ ≤ C(‖pξξ(·, t)‖L∞ + ‖Xξξξ(·, t)‖L∞) + C2.

‖Ẋξξξ(·, t)‖L∞ ≤ C(‖pξξ(·, t)‖L∞ + ‖Xξξξ(·, t)‖L∞) + C2.

Where, C, C2 are generic constants. Therefore, by recalling Gronwall’s inequality, we
have

‖Xξξξ(·, t)‖L∞ + ‖pξξ(·, t)‖L∞ ≤ C(δ, ‖m0‖C2, ‖G‖L∞ , ‖G
′

‖L∞ , b) =: C̃1.

The proof is finished.

With these regularity results at hand, we can obtain the regularity result for
u(x, t). To this end, we first state a lemma.

Lemma 2.11. Assuming that g(ξ, t) ∈ C(Uδ),max0≤t≤δ ‖g(·, t)‖L∞ ≤
M, X(ξ, t) ∈ C1

1 (Uδ) satisfying (2.10) and letting

B(x, t) :=

∫ L

−L

G
′

(x−X(η, t))g(η, t)dη, (2.36)

then, B(x, t) ∈ C(R× (0, δ]).

Proof. Recalling A(ξ, t) given by (2.19), we formally extend the defined domain
of A(ξ, t) from ξ ∈ [−L,L] to R. For a given (x, t) ∈ R × (0, δ], there exists ξ ∈ R

such that X(ξ, t) = x, then

B(x, t) =

∫ L

−L

G
′

(X(ξ, t)−X(η, t))g(η, t)dη = A(ξ, t).

In other words, A(ξ, t) is the Lagrangian description of B(x, t). There exist three
ranges for ξ ∈ R.

Range 1: ξ ∈ (−L,L). We have proven that A(ξ, t) is continuous with respect to
(ξ, t) in Lemma 2.7 by noticing that the condition ‖∂tg(·, t)‖L1 ≤M can be replaced
by g(ξ, t) ∈ C(Uδ). On the other hand, we know that X(ξ, t) ∈ C1

1 (Uδ) satisfying
1
C1
≤ Xξ(ξ, t) ≤ C1. Therefore, B(x, t) is continuous.
Range 2: X(±L, t) = x. We only need to prove it when X(−L, t) = x. The proof

of the other case is the same. It is easy to find that, for any small ε > 0, there are two
cases for (x− x1)

2 +(t− t1)
2 < ε. The first case is that X(ξ1, t1) = x1, ξ1 ∈ (−L,L).

The other case is that X(ξ1, t1) = x1, ξ1 ∈ R \ [−L,L]. The first case can be proven
in the similar way with range 1. The second case is similar to the following situation.

Range 3: ξ ∈ R\ [−L,L]. For any (x1, t1) be sufficiently closed to (x, t), we notice
that

|B(x1, t1)−B(x, t)|

≤ ‖G
′

‖L∞

∫ L

−L

|g(η, t1)− g(η, t)|dη +M

∫ L

−L

|G
′

(x1 −X(η, t1))−G
′

(x−X(η, t))|dη

≤ ‖G
′

‖L∞

∫ L

−L

|g(η, t1)− g(η, t)|dη +MK2

∫ L

−L

[|x1 − x|+ |X(η, t1)−X(η, t)|] dη.
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Therefore, according to g(ξ, t) ∈ C(Uδ) and X(ξ, t) ∈ C1
1 (Uδ), B(x, t) is continuous

at (x, t). It is easy to verify that ‖B(·, t)‖L∞(R) ≤ 2LM‖G
′

‖L∞. The proof of this
lemma is completed.

Now, we can state our main results about the regularity of u(x, t).

Theorem 2.2. Assuming that m0 ∈ C2
c [−L,L], then there exists δ > 0, such that

the Lagrangian dynamic (2.1)-(2.3) has a unique solution X(ξ, t) ∈ C3
1 (Uδ), p(ξ, t) ∈

C2
1 (Uδ) satisfying p(±L, t) = pξ(±L, t) = 0, 0 ≤ t ≤ δ and (2.10). Furthermore,

u(x, t) given by (1.8) belongs to C3
1 (R × (0, δ]) and it is a classical solution to (1.1)-

(1.2).

Proof. According to Theorem 2.1 and Lemma 2.10, we know that the Lagrangian
dynamic (2.1)-(2.3) has a unique solution X(ξ, t) ∈ C3

1 (Uδ), p(ξ, t) ∈ C2
1 (Uδ) satisfy-

ing p(±L, t) = pξ(±L, t) = 0, 0 ≤ t ≤ δ and (2.10). On the other hand, from (1.8),
one has

∂tu(x, t) =

∫ L

−L

G(x −X(η, t))pt(η, t)dη −

∫ L

−L

Xt(η, t)G
′

(x −X(η, t))p(η, t)dη.

According to Lemma 2.7, Lemma 2.10, Lemma 2.11 and X(ξ, t) ∈ C3
1 (Uδ), p(ξ, t) ∈

C2
1 (Uδ), we know that ∂tu(x, t) ∈ C(R × (0, δ]).

We now turn to analyzing the derivatives with respect to the spatial variable x.
Actually, by using integration by parts and p(±L, t) = 0, we have

ux(x, t) =

∫ L

−L

p(η, t)∂xG(x−X(η, t))dη = −

∫ L

−L

p(η, t)

Xη(η, t)
∂ηG(x−X(η, t))dη

=

∫ L

−L

∂η(
p(η, t)

Xη(η, t)
)G(x−X(η, t))dη.

In the same way as above, noticing that p(±L, t) = pξ(±L, t) = 0, we have

uxx(x, t) =

∫ L

−L

∂η[
1

Xη(η, t)
∂η(

p(η, t)

Xη(η, t)
)]G(x −X(η, t))dη,

uxxx(x, t) =

∫ L

−L

∂η[
1

Xη(η, t)
∂η(

p(η, t)

Xη(η, t)
)]G

′

(x−X(η, t))dη.

It is clear that ux(x, t), uxx(x, t) ∈ C(R × (0, δ]). For uxxx(x, t), we have

∂η[
1

Xη(·,t)
∂η(

p(·,t)
Xη(·,t)

)] ∈ C0
1 (Uδ) and ‖∂η[

1
Xη(·,t)

∂η(
p(·,t)
Xη(·,t)

)]‖L∞ is bounded according

to Lemma 2.10 and the property (2.10). Therefore, by using Lemma 2.11 again, we
have

ux(x, t), uxx(x, t), uxxx(x, t) ∈ C(R× (0, δ]).

Then, Lemma 2.1 tells us that u(x, t) is the classical solution to (1.1)-(1.2). The proof
is completed.

With these regularity results at hand, we provide the error estimate of the particle
method for the b-equation in the following section.
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3. Error estimate of the particle method for the b-equation. We have
proven that, under the initial condition m0 ∈ C2

c [−L,L], there exists δ > 0 such that
the Lagrangian dynamics (2.1)-(2.3) has a unique solution X(ξ, t) ∈ C3

1 (Uδ), p(ξ, t) ∈
C2

1 (Uδ) satisfying p(±L, t) = pξ(±L, t) = 0, 0 ≤ t ≤ δ and (2.10). Furthermore, (1.1)-
(1.2) has classical solution u(x, t) ∈ C3

1 (R × (0, δ]). In this section, we let Tmax > 0
be the largest time of the existence of classical solution to the b-equation. In other
words, Tmax satisfies

‖X(·, t)‖C3 + ‖p(·, t)‖C2 < +∞, 0 ≤ t < Tmax,

lim sup
t→Tmax

(‖X(·, t)‖C3 + ‖p(·, t)‖C2) = +∞.

For fixed T, 0 < T < Tmax, let the constants CT , MT , C1 be

CT := max
0≤t≤T

(‖X(·, t)‖C3 + ‖p(·, t)‖C2) (3.1)

MT := 2L exp

[
(b− 1)‖G

′

‖L∞

∫ T

0

‖p(·, t)‖L1dt

]
CT (3.2)

C1 := exp(‖G
′

‖L∞

∫ T

0

‖p(·, t)‖L1dt) (3.3)

We also assume that X(ξ, t) satisfies the following property

1

C1
≤ Xξ(ξ, t) ≤ C1, (3.4)

as it was proven for X(ξ, t) in Lemma 2.5.
In this section, we use the uniform grid {ξi}

N
i=1 ⊂ [−L,L] with mesh size h := 2L

N
given by

ξi = −L+ (i −
1

2
)h, i = 1, 2, · · · , N. (3.5)

The solution of the particle method, denoted by {Xi(t), pi(t)}Ni=1, will be used to
approximate the Lagrangian dynamics of the b-equation. We provide error estimates
between the numerical solution of the particle method and the exact Lagrangian
representation, i.e. X(ξi, t) − Xi(t), p(ξi, t) − pi(t) in Theorem 3.1. Consequently,
the error estimates between the exact solution u(x, t), m(x, t) and the numerical
solutions uε,h(x, t), mε,h(x, t) are also obtained in Theorem 3.2, 3.3, respectively. In
this section, the �1 norm for a vector Y = (y1, y2, · · · , yN) is used. This norm is
defined by

‖Y ‖h = h

N∑
i=1

|yi|.

We divide this section into four subsections. The first subsection is to introduce
the particle method and some estimates for exact particle trajectories. The particle
method with ε = 0 is known as the point vortex method in computational fluid
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dynamics. In the case of ε > 0, it is known as the vortex blob method. We will
provide error estimates for both ε = 0, ε > 0 at the same time in this section. In the
second subsection, we give the error estimate of the numerical integration involved
G, G

′

. Then, in the third subsection, the error estimate for Lagrangian representation
X(ξ, t), p(ξ, t) of the particle method is provided. The last subsection is devoted to
the error analysis of u(x, t), m(x, t) of the particle method.

3.1. The particle method . In this subsection, we first provide some estimates
on exact particle trajectories, i.e. {X(ξi, t), p(ξi, t)}

N
i=1, which are the exact solutions

of the following ODEs

dX(ξi, t)

dt
=

∫ L

−L

G(X(ξi, t)−X(η, t))p(η, t)dη (3.6)

dp(ξi, t)

dt
= −(b− 1)p(ξi, t)

∫ L

−L

G
′

(X(ξi, t)−X(η, t))p(η, t)dη, (3.7)

with initial data X(ξi, 0) = ξi, p(ξi, 0) = m0(ξi).
Denoting

P (t) = [p(ξ1, t), p(ξ2, t), · · · , p(ξN , t)] ,

m0 = [(m0(ξ1),m0(ξ1), · · · ,m0(ξN ))] ,
(3.8)

then, we have

Lemma 3.1. Assume that X(ξ, t) ∈ C3
1 (UT ), p(ξ, t) ∈ C2

1 (UT ) is the solution to
(2.1)-(2.3) satisfying (3.4) in [0, T ] and the initial mesh is an uniform mesh with size
h, then, for any 0 ≤ t ≤ T , the following estimates hold.

1

C1
h ≤ X(ξi+1, t)−X(ξi, t) ≤ C1h, i = 1, 2, · · ·N − 1, (3.9)

‖P (t)‖h ≤MT ,

where, the constant C1 is defined in (3.3) and MT is defined in (3.2).

Proof. A direct computation shows that, for 0 < t ≤ T

X(ξi+1, t)−X(ξi, t) = Xξ(τi, t)h, τi ∈ (ξi, ξi+1).

Therefore, (3.9) holds by using (3.4).
For the second estimate, according to (3.7), we have by directly computation that

|p(ξi, t)| ≤ |m0(ξi)|+ (b− 1)

∫ t

0

|p(ξi, s)‖G
′

‖L∞‖p(·, s)‖L1ds.

Then, Gronwall’s inequality leads to

‖P (t)‖h ≤ ‖m0‖h exp((b− 1)‖G
′

‖L∞

∫ T

0

‖p(·, s)‖L1ds)

≤ 2L exp((b− 1)‖G
′

‖L∞

∫ T

0

‖p(·, s)‖L1ds)CT = MT .

The proof is finished.



138 Y. DUAN AND J.-G. LIU

Now we introduce the mollifier and the particle method for the b-equation.

Difinition 3.1. (1) Define the mollifier ρ(x) = f(|x|) ≥ 0, ρ(x) ∈ Ck(R), k ≥
2 satisfying

∫
R

ρ(x)dx = 1, supp{ρ} ⊂ {x ∈ R| |x| < 1} (3.10)

(2) For each ε > 0, set

ρε(x) :=
1

ε
ρ(

x

ε
).

Lemma 3.2. Assuming that G = 1
2αe

− |x|
α , then the mollified kernel Gε = G∗ρε(x)

satisfies:

(1) |Gε(a)−Gε(b)| ≤
1

2α2 |a− b|, ∀a, b ∈ R and ε ≥ 0; G
′

ε(0) = 0;

(2) |G
′

(a)−G
′

ε(a)| ≤
1

2α3 ε holds for 0 ≤ ε < |a|;

(3) |G
′

ε(a)−G
′

ε(b)| ≤
1

2α3 |a− b| , ab > 0 holds for 0 ≤ ε < min{|a|, |b|}.

Proof. (1) A direct computation shows that

Gε(a)−Gε(b) = G
′

ε(τ)(a − b).

According to the fact that ‖G
′

ε‖L∞ ≤ ‖G
′

‖L∞ = 1
2α2 , we confirm the assertion. Since

that G
′

(0) = 0, the second statement is obvious.
(2) We only need to prove this inequality for the case 0 < ε < a. By directly estimating,
one has

|G
′

(a)−G
′

ε(a)| ≤

∫ ε

−ε

|G
′

(a)−G
′

(a− y)|ρε(y)dy.

Then, the property (2.5) of G
′

leads to

|G
′

(a)−G
′

ε(a)| ≤
1

2α3

∫ ε

−ε

|y|ρε(y)dy ≤
1

2α3
ε.

(3) We only need to consider the case ε > 0. A direct estimate shows that

|G
′

ε(a)−G
′

ε(b)| ≤

∫ +∞

−∞

ρε(y)|G
′

(a− y)−G
′

(b− y)|dy

=

∫ +ε

−ε

ρε(y)|
1

α
sgn(y − a)G(a− y)−

1

α
sgn(y − b)G(b − y)|dy

=

∫ +ε

−ε

ρε(y)
1

α
|G(a− y)−G(b − y)|dy ≤

1

2α3
|a− b|.

This ends the proof.
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With {ξi}Ni=1 and Gε at hand, we introduce the particle method for the b-equation
as follows. For i = 1, · · · , N, the particle method for the b-equation reads

dXi(t)

dt
= h

N∑
j=1

Gε(Xi(t)−Xj(t))pj(t) (3.11)

dpi(t)

dt
= −h(b− 1)pi(t)

N∑
j=1

G
′

ε(Xi(t)−Xj(t))pj(t) (3.12)

Xi(0) = ξi, pi(0) = m0(ξi). (3.13)

Here, Xi(t), pi(t) represent the location of the ith particle and its weight, and N

denote the total number of particles. Once Xi(t), pi(t) are determined, we can obtain
(uε

h(x, t), mε
h(x, t)), the numerical approximation of (u(x, t), m(x, t)), by

uε
h(x, t) =

N∑
j=1

pj(t)Gε(x−Xj(t)) (3.14)

mε
h(x, t) =

N∑
j=1

pj(t)ρε(x−Xj(t)). (3.15)

3.2. Numerical integration involving G, G
′

. In this subsection, we estimate
the numerical integration involving the kernel G and G

′

.

Proposition 3.1. If X(ξ, t) ∈ C3
1 (UT ), p(ξ, t) ∈ C2

1 (UT ) satisfy (3.4) in [0, T ],
G is given by (1.4) and CT is given by (3.1), ξj is defined by (3.5) , then, there exists
constant C0, for any 0 ≤ t ≤ T, x ∈ R, X(ξ, t) = x

(1) |

∫ L

−L

G(x −X(η, t))p(η, t)dη − h

N∑
j=1

G(x−X(ξj , t))p(ξj , t)| ≤ C0h
2. (3.16)

Furthermore, if ξ ∈ (−∞,−L]
⋃
{ξ1, · · · , ξN}

⋃
[L,+∞), then

(2) |

∫ L

−L

G
′

(x−X(η, t))p(η, t)dη − h

N∑
j=1

G
′

(x−X(ξj , t))p(ξj , t)| ≤ C0h
2. (3.17)

For ξ ∈ (−L,L) \ {ξ1, · · · , ξN}, (3.17) is reduced to C0h. Here, the constant C0 only
depends on CT , α, b.

Proof. We first prove (3.16). For any fixed t and x ∈ R, there exists ξ such that
X(ξ, t) = x. There are three cases for the range of ξ.

Case 1. X(ξ, t) = x, ξ ∈ (−∞,−L). In this case, X(ξ, t)−X(η, t) < 0, as a result

G(x−X(η, t)) =
1

2α
exp(

x−X(η, t)

α
), G

′

(x−X(η, t)) =
1

2α2
exp(

x−X(η, t)

α
)

the integrant in those two integral belong to C2[−L,L]. The estimate holds by stan-
dard arguments on numerical integration.

Case 2. X(ξ, t) = x, ξ ∈ [L,+∞). It is similar with case 1.
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Case 3. X(ξ, t) = x, ξ ∈ [ξi −
h
2 , ξi +

h
2 ) for some 1 ≤ i ≤ N .

Ih =

∫ L

−L

G(X(ξ, t)−X(η, t))p(η, t)dη − h
∑
j

G(X(ξ, t)−X(ξj , t))p(ξj , t)

=
∑
j<i

∫ ξj+
h
2

ξj−
h
2

G(X(ξ, t)−X(η, t))p(η, t)−G(X(ξ, t)−X(ξj , t))p(ξj , t)dη

+
∑
j>i

∫ ξj+
h
2

ξj−
h
2

G(X(ξ, t)−X(η, t))p(η, t)−G(X(ξ, t)−X(ξj, t))p(ξj , t)dη

+

∫ ξi+
h
2

ξi−
h
2

G(X(ξ, t)−X(η, t))p(η, t)−G(X(ξ, t)−X(ξi, t))p(ξi, t)dη.

Let Ih =: I1 + I2 + I3, then we turn to estimating I1, I2, I3. First, one has

|I1|+ |I2| ≤
∑
j<i

‖G(X(ξ, t)−X(η, t))p(η, t)‖C2[ξj−
h
2
,ξj+

h
2
]h

3

+
∑
j>i

‖G(X(ξ, t)−X(η, t))p(η, t)‖C2[ξj−
h
2
,ξj+

h
2
]h

3

up to a constant factor by a standard argument of numerical integration. The term I3
can be estimated as follows. By means of the property (2.4), we have, with C being
a generic constant,

|I3| ≤

∫ ξi+
h
2

ξi−
h
2

|G(X(ξ, t)−X(η, t))−G(X(ξ, t)−X(ξi, t))||p(η, t)|dη

+

∫ ξi+
h
2

ξi−
h
2

|G(X(ξ, t)−X(ξi, t))||p(η, t)− p(ξi, t)|dη

≤ K1

∫ ξi+
h
2

ξi−
h
2

|X(η, t)−X(ξi, t)||p(η, t)| + ‖G‖L∞‖p(·, t)‖C1 |η − ξi|dη

≤ C

∫ ξi+
h
2

ξi−
h
2

{‖X(·, t)‖C1‖p(·, t)‖C0 + ‖G‖L∞‖p(·, t)‖C1}
h

2
dη

= C{‖X(·, t)‖C1‖p(·, t)‖C0 + ‖G‖L∞‖p(·, t)‖C1}
h2

2
.

A direct computation shows that, for each integral interval Ij = (ξj−
h
2 , ξj+

h
2 ) , j 
= i

‖G(X(ξ, t)−X(η, t))p(η, t)‖C2(Ij) ≤ C(‖xξ(·, t)‖
2
L∞‖p(·, t)‖L∞ + ‖xξξ(·, t)‖

2
L∞‖p(·, t)‖L∞

+‖xξ(·, t)‖
2
L∞‖pξ(·, t)‖L∞ + ‖pξξ(·, t)‖L∞).

Therefore, we arrive at

|Ih| ≤ |I1|+ |I2|+ |I3| ≤
∑
j 
=i

CIjh
3 + CIih

2

with constants CIj only depending on CT , α, b. Hence, the proof of (3.16) is com-
pleted here.
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For (3.17), we only need estimate the case ξ = ξi and the case ξ ∈ [ξi −
h
2 , ξi +

h
2 ), ξ 
= ξi. For ξ ∈ (−∞,−L]

⋃
[L,+∞), (3.17) can be proved in the same way as

that of (3.16). We omit it here.
Step 1. ξ = ξi. For simplicity in notation, we assume that ξ = ξi = 0. Then,

based on the analysis of (3.16) and the fact that G
′

(0) = 0, we need to prove that

|

∫ h
2

−h
2

G
′

(X(0, t)−X(η, t))p(η, t)dη| ≤ Ch2

with some constant C independent of h. Actually,

I =

∫ h
2

−h
2

G
′

(X(0, t)−X(η, t))p(η, t)dη

=

∫ 0

−h
2

G
′

(X(0, t)−X(η, t))p(η, t)dη +

∫ h
2

0

G
′

(X(0, t)−X(η, t))p(η, t)dη.

Using the fact that G
′

(x) = −sgn(x) 1
αG(x), we have

I =
1

α

∫ h
2

0

G(X(0, t)−X(η, t))p(η, t)dη −
1

α

∫ 0

−h
2

G(X(0, t)−X(η, t))p(η, t)dη

=
1

α

∫ h
2

0

[G(X(0, t)−X(η, t))p(η, t)−G(X(0, t)−X(−η, t))p(−η, t)]dη

=
1

α

∫ h
2

0

[G(X(0, t)−X(η, t))−G(X(0, t)−X(−η, t))]p(η, t)

+
1

α

∫ h
2

0

G(X(0, t)−X(−η, t))[p(η, t)− p(−η, t)]dη.

Therefore,

|I| ≤
1

α

∫ h
2

0

‖p(·, t)‖L∞|X(η, t)−X(−η, t)|+ ‖G‖L∞|p(η, t)− p(−η, t)|dη

≤
2

α

∫ h
2

0

[‖p(·, t)‖L∞‖X(·, t)‖C1 + ‖G‖L∞‖p(·, t)‖C1]ηdη ≤ Ch2.

Step 2. For ξ ∈ [ξi −
h
2 , ξi +

h
2 ), ξ 
= ξi, it is obvious that

|

∫ ξi+
h
2

ξi−
h
2

G
′

(X(ξ, t)−X(η, t))p(η, t)dη − hG
′

(X(ξ, t)−X(0, t))p(0, t)| ≤ Ch.

The proof is completed.

With these preparations at hand, we can provide the error estimate of the particle
method for the b-equation. The next subsection is devoted to the error estimate of
the particle method in terms of Lagrangian representation X(ξ, t), p(ξ, t).

3.3. Error estimate for X, p. Based on the regularity results X(ξ, t) ∈
C3

1 (UT ), p(ξ, t) ∈ C2
1 (UT ), u(x, t) ∈ C3

1 (R × [0, T ]) under the condition that
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m0 ∈ C2
c [−L,L] and the properties of G, Gε and the flow mapping X(ξ, t) satis-

fying (2.10), we now can establish our results about error analysis.
Analogous to (3.8), we define

Ph(t) = (p1(t), p2(t), · · · , pN (t))

and recall that the �1 norm ‖P (t)‖h = h
∑N

i=1 |p(ξi, t)|, ‖Ph(t)‖h = h
∑N

i=1 |pi(t)|.
The following constants will be used in this section.

B := max

{
1

2α
, 2(MT + 1),

(MT + 1)

2α2
, C0

}
(3.18)

+(b− 1)max

{
(MT + 1)

α2
, C0,

(MT + 1)2

α3

}

B0 :=
1

4C1
min

{
1

BTeBT
, 1

}
; h0 := min

{
1

8C1BTeBT
,
1

2

}
.

Where, the constant C0 is stated in Proposition 3.1, MT is defined in (3.2) and C1

is defined in (3.3), respectively. The motivation to define the constant B0, h0 is that
we should be able to justify the a-priori assumption in the following error analysis.
Then, we have the following theorem for error estimates of X, p.

Theorem 3.1. If X(ξ, t) ∈ C3
1 (UT ), p(ξ, t) ∈ C2

1 (UT ) satisfying (3.4) is the
solution to (2.1)-(2.3), the constant h0, B0 is defined in (3.18) and C1 is defined in
(3.3), then, for any 0 < h < h0, 0 ≤ ε < B0h, 0 < t ≤ T , we have
(i) The ODEs (3.11)-(3.13) has a unique solution {(Xj(t), pj(t)}Nj=1 satisfying

h

N∑
i=1

|pi(t)| ≤MT + 1; min
1≤i≤N−1

(Xi+1(t)−Xi(t)) ≥
h

4C1
, 0 < t ≤ T (3.19)

(ii) The following error estimate holds

max
1≤i≤N

|X(ξi, t)−Xi(t)|+ h

N∑
i=1

|p(ξi, t)− pi(t)| ≤ BTeBT (ε + h2), 0 < t ≤ T (3.20)

where, B is defined in (3.18).

Proof. (i) The RHS of (3.11)-(3.13) is Lipschitz continuous as long as (3.19)
holds. As a result, the ODEs (3.11)-(3.13) has a unique solution on (0, T ]. The proof
of (3.19) is included in the following proof of (ii).

(ii) We denote ϕi(t) = X(ξi, t) − Xi(t), ψi(t) = p(ξi, t) − pi(t), ‖ϕ(t)‖∞ =

max1≤i≤N |ϕi(t)|, ‖ψ(t)‖ = h
∑N

i=1 |ψi(t)| in the following analysis. The proof is
divided into three parts. We estimate ϕi(t), ψi(t) in Step 1 and Step 2, respectively.
Some a-priori-assumptions will be used in these estimations. The estimate (3.20) is
also proven in Step 2. Step 3 is devoted to justifying these a-priori-assumptions by
using (3.20).

Step 1. We split ϕi(t) into two parts as follows.

ϕi(t) =

∫ t

0

{

∫ L

−L

G(X(ξi, s)−X(η, s))p(η, s)dη − h

N∑
j=1

Gε(Xi(s)−Xj(s))pj(s)}ds

=:

∫ t

0

I1(s) + I2(s)ds
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where,

I1(t) =

∫ L

−L

G(X(ξi, t)−X(η, t))p(η, t)dη − h

N∑
j=1

Gε(X(ξi, t)−X(ξj , t))p(ξj , t),

I2(t) = h

N∑
j=1

Gε(X(ξi, t)−X(ξj , t))p(ξj , t)− h

N∑
j=1

Gε(Xi(t)−Xj(t))pj(t).

We point out that I1(t) is the consistency error and I2(t) is the stability error of
this numerical method. According to Proposition 3.1 and Lemma 3.2, we have

|I1(t)| ≤ |

∫ L

−L

G(X(ξi, t)−X(η, t))p(η, t)dη − h

N∑
j=1

G(X(ξi, t)−X(ξj , t))p(ξj , t)|

+|h
N∑
j=1

G(X(ξi, t)−X(ξj , t))p(ξj , t)− h

N∑
j=1

Gε(X(ξi, t)−X(ξj , t))p(ξj , t)|

≤ ‖P (t)‖h‖G−Gε‖L∞ + C0h
2,

and

|I2(t)| ≤ |h
N∑
j=1

Gε(X(ξi, t)−X(ξj , t))p(ξj , t)− h

N∑
j=1

Gε(X(ξi, t)−X(ξj , t))pj(t)|

+|h
N∑
j=1

Gε(X(ξi, t)−X(ξj , t))pj(t)− h

N∑
j=1

Gε(Xi(t)−Xj(t))pj(t)|

≤ h‖Gε‖L∞

N∑
j=1

|p(ξj , t)− pj(t)|+ 2‖ϕ‖∞h

N∑
j=1

|pj(t)|.

Therefore,

|I1(t)|+ |I2(t)| ≤ ‖P‖h‖G−Gε‖L∞ + ‖Gε‖L∞‖ψ‖+ 2‖Ph‖h‖ϕ‖∞ + C0h
2. (3.21)

We assume for a while that ‖Ph(t)‖h satisfies, which will be justified in Step 3.

a-priori assumption: ‖Ph(t)‖h ≤MT + 1, 0 < t ≤ T. (3.22)

Using (3.21) and the a-priori assumption (3.22), we obtain the following estimates

|ϕi| ≤

∫ t

0

{
1

2α2
(MT + 1)ε+

1

2α
‖ψ‖+ 2(MT + 1)‖ϕ‖∞ + C0h

2}ds.

Consequently, we have

‖ϕ‖∞ ≤

∫ t

0

(
1

2α
‖ψ‖+ 2(MT + 1)‖ϕ‖∞)ds+

MT + 1

2α2
εt+ C0h

2t. (3.23)

Step 2. We now turn to analyzing ψi(t) = p(ξi, t) − pi(t). We also split ψi as
follows.

ψi(t) = −(b− 1)

∫ t

0

M1(s) +M2(s)ds
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with

M1(t) := p(ξi, t)

{∫ L

−L

G
′

(X(ξi, t)−X(η, t))p(η, t)dη − h

N∑
j=1

G
′

ε(X(ξi, t)−X(ξj , t))p(ξj, t)

}

M2(t) := p(ξi, t)h

N∑
j=1

G
′

ε(X(ξi, t)−X(ξj , t))p(ξj, t)− pi(t)h

N∑
j=1

G
′

ε(Xi(t)−Xj(t))pj(t).

M1(t),M2(t) are also referred as the consistency error and stability error respectively.
A direct estimate shows that

|M1(t)| ≤ |p(ξi, t)

∫ L

−L

G
′

(X(ξi, t)−X(η, t))p(η, t)dη − h

N∑
j=1

G
′

(X(ξi, t)−X(ξj , t))p(ξj, t)|

+|p(ξi, t)|h

N∑
j=1

|G
′

(X(ξi, t)−X(ξj , t))−G
′

ε(X(ξi, t)−X(ξj , t))||p(ξj , t)|

≤ ‖P‖h|p(ξi, t)|
1

2α3
ε +C0h

2
.

We assume for a while that {Xi(t)}Ni=1 remain well separated in the sense that they
satisfy, like the property of the exact particles described in Lemma 3.1.

a-priori assumption: min
1≤i≤N

(Xi+1(t)−Xi(t)) ≥
h

4C1
, 0 < t ≤ T. (3.24)

We point out that (3.24) implies mini
=j |(Xi(t) − Xj(t))| ≥
h

4C1
, 0 < t ≤ T . Then,

by noticing that G
′

(0) = G
′

ε(0) = 0, one has

|M2(t)| ≤ h|p(ξi, t)− pi(t)|
N∑

j=1,j 
=i

|G
′

ε(X(ξi, t)−X(ξj, t))p(ξj , t)|

+h|pi(t)|
N∑

j=1,j 
=i

|G
′

ε(X(ξi, t)−X(ξj, t))p(ξj , t)−G
′

ε(Xi(t)−Xj(t))p(ξj , t)|

+h|pi(t)|
N∑

j=1,j 
=i

|G
′

ε(Xi(t)−Xj(t))(p(ξj , t)− pj(t))|.

The second term, denoted by I2, can be estimated as follows.

I2 ≤ h|pi(t)|
N∑
j<i

|G
′

ε(X(ξi, t)−X(ξj , t))−G
′

ε(Xi(t)−Xj(t))||p(ξj , t)|

+h|pi(t)|
N∑
j>i

|G
′

ε(X(ξi, t)−X(ξj , t))−G
′

ε(Xi(t)−Xj(t))||p(ξj , t)|.

Then, by using Lemma 3.1 and the a-priori assumption (3.24), we know that

(X(ξi, t)−X(ξj , t))(Xi(t)−Xj(t)) > 0, for i 
= j,

and 0 ≤ ε < B0h ≤ mini
=j{|X(ξi, t)−X(ξj , t)|, |Xi(t)−Xj(t)|}. Therefore, by using
Lemma 3.2 for the case ε > 0 and (2.5) for the case ε = 0, we have

I2 ≤ h|pi(t)|
N∑

j=1,j 
=i

1

2α3
(|X(ξj , t)−Xj(t)|+ |X(ξi, t)−Xi(t)|)|p(ξj , t)|.
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We will justify this a-priori assumption (3.24) in Step 3. Therefore

|M2(t)| ≤ ‖P‖h
1

2α2
|ψi|+ ‖P‖h|pi|

1

α3
‖ϕ‖∞ + |pi|

1

2α2
‖ψ‖.

Hence,

|p(ξi, t)− pi(t)| ≤ (b− 1)

∫ t

0

{
‖P‖h
2α2

|ψi|+ p(ξi, t)|
‖P‖h
2α3

ε + |pi|
‖P‖h
α3

‖ϕ‖∞ + |pi|
1

2α2
‖ψ‖}ds

+C0(b− 1)h2
t.

Then, by summing it from i = 1 to N , we obtain

‖ψ‖ ≤ (b− 1)

∫ t

0

{‖P‖h
1

2α2
‖ψ‖+ ‖P‖h‖Ph‖h

1

α3
‖ϕ‖∞ + ‖Ph‖h

1

2α2
‖ψ‖+ ‖P‖2h

1

2α3
ε}ds

+C0(b− 1)h2
t

≤ (b− 1)

∫ t

0

{
MT + 1

α2
‖ψ‖+

(MT + 1)2

α3
‖ϕ‖∞ +

(MT + 1)2

2α3
ε}ds+ C0(b− 1)h2

t

=:

∫ t

0

C2‖ψ‖+C3‖ϕ‖∞ds+ C4εt+C5h
2
t,

where the constants C2 = (b − 1)MT+1
α2 , C3 = (b − 1) (MT+1)2

α3 , C4 := (b − 1) (MT+1)2

2α3 ,

C5 := C0(b− 1). Let C6 := max{C2, C3, C4, C5}. Hence, we obtain

‖ψ‖ ≤ C6(

∫ t

0

‖ψ‖+ ‖ϕ‖∞ds+ εt+ h2t). (3.25)

The estimate (3.23) can be rewritten as

‖ϕ‖∞ ≤ C7(

∫ t

0

‖ψ‖+ ‖ϕ‖∞ds+ εt+ h2t), (3.26)

by setting C7 := max
{

1
2α , 2(MT + 1), MT+1

2α2 , C0

}
. Denoting L(t) = ‖ϕ‖∞ +

‖ψ‖, B := C6 + C7, we have the following inequality,

L(t) ≤ B

∫ t

0

L(s) + ε+ h2ds.

Then, Gronwall’s inequality yields

L(t) ≤ BteBt(ε + h2) ≤ BTeBT (ε+ h2).

Step 3. Finally, we justify the a-priori assumptions (3.22) and (3.24).

‖P̃ (·, t)‖h ≤ ‖P (·, t)‖h + h

N∑
i=1

|pi(t)− p(ξi, t)| = ‖P (·, t)‖h + ‖ψ(·, t)‖

≤MT +BTeBT (ε + h2) ≤MT + 2BTeBTh0 ≤MT + 1.

This implies that (3.22) is actually satisfied. On the other hand,

Xj+1(t)−Xj(t) ≥ X(ξj+1, t)−X(ξj , t)− |X(ξj+1, t)−Xj+1(t)| − |X(ξj , t)−Xj(t)|

≥
h

C1
− 2‖ϕ‖∞

≥
h

C1
− 2BTeBT (ε + h2) ≥

h

2C1
− 2BTeBTh2 ≥

h

4C1
,
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since that h ≤ h0. This in turn implies that (3.24) is actually satisfied uniformly in
N for t ∈ [0, T ). The proof is completed.

For simplicity in notations, we rewrite the result in Theorem 3.1 as the following
form:

‖ϕ‖∞ + ‖ψ‖ ≤ C̃(ε + h2). (3.27)

3.4. Error estimate for u(x, t), m(x, t). With the error estimate for
X(ξ, t), p(ξ, t) at hand, according to (1.8)(1.9) and (3.14)(3.15), we obtain the esti-
mate for u(x, t)−uε

h(x, t) and m(x, t)−mε
h(x, t) in Theorem 3.2 and 3.3, respectively.

Theorem 3.2. Assuming that X(ξ, t) ∈ C3
1 (UT ), p(ξ, t) ∈ C2

1 (UT ) is the solution
to (2.1)-(2.3) satisfying (3.4), u(x, t) ∈ C3

1 (R× [0, T ]) defined by (1.8) is the classical
solution to (1.1)-(1.2) and uε

h(x, t) is the numerical solution given by (3.14) of the

particle method, then, there exists constant ˜̃
C independent of h and ε, such that, for

any 0 < h < h0, 0 ≤ ε < B0h, 0 < t ≤ T , with constants h0, B0 defined in (3.18),
we have the following estimate.

‖u(·, t)− uε
h(·, t)‖C0 ≤ ˜̃

C(ε + h2), ‖ux(·, t)− uε
h,x(·, t)‖C0 ≤ ˜̃

C(ε + h).

Proof. For any fixed t, and for each x ∈ R, there exists ξ, such that X(ξ, t) = x

|u(x, t)− uε
h(x, t)|

= |

∫ L

−L

G(X(ξ, t)−X(η, t))p(η, t)dη − h

N∑
j=1

pjGε(X(ξ, t)−Xj(t))|

≤ h|
N∑
j=1

p(ξj , t)G(X(ξ, t)−X(ξj , t))−
N∑
j=1

pj(t)G(X(ξ, t) −X(ξj , t))|

+h|
N∑
j=1

pj(t)G(X(ξ, t)−X(ξj , t))−
N∑
j=1

pj(t)G(X(ξ, t)−Xj(t))|

+h|
N∑
j=1

pj(t)G(X(ξ, t)−Xj(t))−
N∑
j=1

pj(t)Gε(X(ξ, t)−Xj(t))|+ C0h
2

≤
1

2α
‖ψ‖+ (MT + 1)‖ϕ‖∞ +

MT + 1

2α2
ε+ C0h

2 ≤ ˜̃
C(ε + h2).

In above estimations, we have used (3.27), Proposition 3.1 and Lemma 3.2.
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Now we turn to estimating |ux(x, t)− uε
h,x(x, t)| =: I. In the same way as above,

I ≤ |

∫ L

−L

G
′

(X(ξ, t)−X(η, t))p(η, t)dη − h

N∑
j=1

p(ξj , t)G
′

(X(ξ, t)−X(ξj , t))|

+h|
N∑
j=1

p(ξj , t)G
′

(X(ξ, t)−X(ξj , t))− pj(t)G
′

(X(ξ, t)−X(ξj , t))|

+h|
N∑
j=1

pj(t)G
′

(X(ξ, t)−X(ξj, t))− pj(t)G
′

(X(ξ, t)−Xj(t))|

+h|
N∑
j=1

pj(t)G
′

(X(ξ, t)−Xj(t)) − pj(t)G
′

ε(X(ξ, t)−Xj(t))|

=: I1 + I2 + I3 + I4.

For the first term I1, according to Proposition 3.1, we have I1 ≤ CI1h. The second
term I2 is bounded by ‖G

′

‖L∞‖ψ‖. For the third term I3, we have the following two
cases.

Case 1. ξ ∈ (−∞,−L)
⋃
[L,+∞), according to the second property of the kernel

G (2.5), we have

I3 ≤ ‖ϕ‖∞‖Ph‖h ≤ (MT + 1)‖ϕ‖∞.

Case 2. ξ ∈ [ξi −
h
2 , ξi −

h
2 ), then

I3 = h|
N∑
j 
=i

pjG
′

(X(ξ, t)−X(ξj , t))− pjG
′

(X(ξ, t)−Xj(t))|+ CI3h

≤ (MT + 1)‖ϕ‖∞ + CI3h

by (2.5). For the last term I4, we have

I4 ≤ h|
N∑
j 
=i

pjG
′

(X(ξ, t)−Xj(t)) − pjG
′

ε(X(ξ, t)−Xj(t))|+ CI4h.

Then, by using Lemma 3.2, we have

I4 ≤ (MT + 1)ε+ CI4h.

Summarizing these four terms, we arrive at |ux(x, t) − uε
h,x(x, t)| ≤

˜̃
C(ε + h). The

proof is complete.

To estimate m(x, t) −mh(x, t), we notice that m(x, t) consists of δ distribution.
Therefore, we use the Lipschitz distance to measure it.

Difinition 3.2. For any measure μ, ν, the Lipschitz distance between μ and ν

is defined by

Dist(μ, ν) := sup
‖φ‖L∞≤1; Lip(φ)≤1

〈φ(x), μ(dx) − ν(dx)〉
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with notation

Lip(φ) = sup
x 
=y

|
φ(x) − φ(y)

x− y
|.

Then, we can estimate m−mε
h by means of the Lipschitz distance. We have

Theorem 3.3. Assuming that X(ξ, t) ∈ C3
1 (UT ), p(ξ, t) ∈ C2

1 (UT ) satisfying
(3.4) is the unique solution to (2.1)-(2.3), m(x, t) is defined by (1.9) and mε

h(x, t) is
a numerical solution given by (3.15) of the particle method, then, for any 0 < h <

h0, 0 ≤ ε < B0h, 0 < t ≤ T , with constants h0, B0 defined in (3.18), the following
estimate holds:

Dist(m,mε
h) ≤ C(ε+ h)

with generic constant C independent of h and ε.

Proof. For any test function φ satisfying ‖φ‖L∞ ≤ 1 and Lip(φ) ≤ 1, direct
computation shows that

〈φ(x),m(dx) −mε
h(dx)〉

=

∫ +∞

−∞

φ(x)

∫ L

−L

δ(x−X(η, t))p(η, t)dηdx −

∫ +∞

−∞

φ(x)h

N∑
j=1

ρε(x−Xj)pjdx

=

∫ L

−L

φ(X(η, t))p(η, t)dη − h

N∑
j=1

φ ∗ ρε(Xj)pj =: I1 + I2 + I3

where, we have denoted by

I1 =

∫ L

−L

φ(X(η, t))p(η, t)dη − h

N∑
j=1

φ(X(ξj , t))p(ξj , t)

I2 = −h
N∑
j=1

(φ ∗ ρε(Xj)− φ(Xj))pj

I3 = h

N∑
j=1

φ(X(ξj , t))p(ξj , t)− φ(Xj)pj .

Then, we estimate I1, I2, I3 one after another.

|I1| ≤
N∑
j=1

∫ ξj+
h
2

ξj−
h
2

|φ(X(η, t)p(η, t)− φ(X(ξj , t))p(ξj , t)|dη

≤
N∑
j=1

∫ ξj+
h
2

ξj−
h
2

|(φ(X(η, t)) − φ(X(ξj , t)))p(η, t)| + |φ(X(ξj , t))(p(η, t)− p(ξj , t))|dη

≤
N∑
j=1

∫ ξj+
h
2

ξj−
h
2

Lip(φ)|X(η, t))−X(ξj , t)||p(η, t)|dη

+‖φ‖L∞

N∑
j=1

∫ ξj+
h
2

ξj−
h
2

|p(η, t)− p(ξj , t)|dη

≤ Lip(φ)‖p(·, t)‖L1‖Xη(·, t)‖L∞h+ C‖pη(·, t)‖L∞‖φ‖L∞h ≤ Ch.
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It is obvious that

|I2| ≤ Cε.

For the last term I3, we have

|I3| ≤ h

N∑
j=1

|φ(X(ξj , t))− φ(Xj)||p(ξj , t)|+ |φ(Xj)||p(ξj , t)− pj(t)|

≤ C Lip(φ)‖ϕ‖∞ + ‖φ‖L∞‖ψ‖ ≤ C(ε + h2)

by using the estimate (3.27). Summarizing the estimates above, we finish the proof.

Remark 3.1. In the case of supp {m0} is unbounded, the error analysis for this
situation can be done in the same way due to the finite speed of propagation of the
b-equation.

Remark 3.2. In [3], Camassa , Huang and Lee gave a formal error analysis for
the particle method to solve the C-H equation with initial condition m0 > 0, which
coincides with a special choice in our analysis by setting b = 2, ε = 0, m0 > 0.

4. Conclusions. In this paper, we gave a self-contained error analysis of the
particle method for the b-equation (1.1)-(1.2). We first established the mathemat-
ical theory of the Lagrangian dynamics for the b-equation with a special choice of
the convolution kernel G and under a suitable class of initial data. The existence,
uniqueness and regularity of the Lagrangian representation (X(ξ, t), p(ξ, t)) and the
solution u(x, t) were established in this aper. We also proved that X(ξ, t) satisfies
a special property of well-separation of trajectory (2.10) and (u(x, t), m(x, t)) is the
classical solution of the b-equation. In the error analysis, we used the method of a-
priori assumptions, originated in the analysis for the the vortex methods, to avoid the
singularity of the kernel in estimations. Then, we obtained optimal error estimates of
the particle method for both the Lagrangian representation and the classical solution
of the b-equation.
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5. Appendix: Proof of Claim 2.1. We first recall Claim 2.1 here.
claim 2.1 Assuming that m0 ∈ C1

c [−L,L] and (p(ξ, t), X(ξ, t)) is the solution to
(2.6)-(2.8) satisfying

p(ξ, t) ∈ C0
1 (Uδ); X(ξ, t) ∈ C1

1 (Uδ); 0 <
1

C1
≤ Xξ(ξ, t) ≤ C1, (ξ, t) ∈ Uδ
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then, there exists 0 < δ∗ ≤ δ such that the following system

Ẋξξ(ξ, t) = Xξξ(ξ, t)

∫ L

−L

G
′

(X(ξ, t)−X(η, t))Xξ(ξ, t)p(η, t)dη (5.1)

+X2
ξ (ξ, t)

∫ L

−L

G
′

(X(ξ, t)−X(η, t))
Xηpη − pXηη

X2
η

dη

ṗξ(ξ, t) = −(b− 1)pξ(ξ, t)

∫ L

−L

G
′

(X(ξ, t)−X(η, t))p(η, t)dη (5.2)

−(b− 1)p(ξ, t)

∫ L

−L

G
′

(X(ξ, t)−X(η, t))Xξ(ξ, t)
pη(η, t)Xη − p(η, t)Xηη

X2
η

dη

Xξξ(ξ, t) = 0, pξ(ξ, 0) = m
′

0(ξ) (5.3)

has a unique solution Xξξ(ξ, t) ∈ C(Uδ∗), pξ(ξ, t) ∈ C(Uδ∗).
Proof. Step 1. We use the notations Y (ξ, t) = Xξξ(ξ, t), Q(ξ, t) = pξ(ξ, t) and

A1(ξ, t) =

∫ L

−L

G
′

(X(ξ, t)−X(η, t))Xξ(ξ, t)p(η, t)dη; A2(ξ, t) = X2
ξ (ξ, t)

B1(ξ, t) = −(b−1)

∫ L

−L

G
′

(X(ξ, t)−X(η, t))p(η, t)dη; B2(ξ, t) = −(b−1)p(ξ, t)Xξ(ξ, t).

Then, the system (5.1)-(5.3) can be recast as

Ẏ (ξ, t) = A1(ξ, t)Y (ξ, t) +A2(ξ, t)

∫ L

−L

G
′

(X(ξ, t)−X(η, t))
Q(η, t)

Xη(η, t)
dη (5.4)

−A2(ξ, t)

∫ L

−L

G
′

(X(ξ, t)−X(η, t))
p(η, t)

X2
η(η, t)

Y (η, t)dη

Q̇(ξ, t) = B1(ξ, t)Q(ξ, t) +B2(ξ, t)

∫ L

−L

G
′

(X(ξ, t)−X(η, t))
Q(η, t)

Xη(η, t)
dη (5.5)

−B2(ξ, t)

∫ L

−L

G
′

(X(ξ, t)−X(η, t))
p(η, t)

X2
η (η, t)

Y (η, t)dη

Y (ξ, t) = 0, Q(ξ, 0) = m
′

0(ξ) (5.6)

As it was proven in Lemma 2.8, we have that

max{‖p(·, t)‖C0, ‖X(·, t)‖C1} ≤ C(δ, ‖m0‖C0 , α, b) =: C, 0 ≤ t ≤ δ. (5.7)

According to Lemma 2.7, we know that all of A1(ξ, t), A2(ξ, t), B1(ξ, t), B2(ξ, t)
belong to C(Uδ).
Step 2. From (5.7), we know that, for 0 ≤ t ≤ δ

‖A1(·, t)‖L∞ ≤ 2L‖G
′

‖L∞C2, ‖A2(·, t)‖L∞ ≤ C2.

Defining

Q =

{
Q(ξ, t) ∈ C(Uδ) : max

0≤t≤δ
‖Q(·, t)‖L∞ ≤ 2M1, Q(ξ, 0) = m

′

0(ξ)

}
(5.8)
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with M1 = ‖m0‖C1 , we first consider the system (5.4) for a given Q ∈ Q by means of
the contraction mapping theorem. To this end, we denote by

C2 = max
{
2L‖G

′

‖L∞C2; 4LC2C1‖G
′

‖L∞ ; 2LC3C2
1‖G

′

‖L∞

}
,

and introduce the closed subset

Y :=

{
Y (ξ, t) ∈ C(Ut1) : max

0≤t≤t1
‖Y (·, t)‖L∞ ≤M1

}
, (5.9)

with t1 = min{δ; 1
4C2
}. We need to prove the existence of the unique solution to the

following system in Y on [0, t1].

Ẏ (ξ, t) = A1(ξ, t)Y (ξ, t) +A2(ξ, t)

∫ L

−L

G
′

(X(ξ, t)−X(η, t))
Q(η, t)

Xη(η, t)
dη (5.10)

−A2(ξ, t)

∫ L

−L

G
′

(X(ξ, t)−X(η, t))
p(η, t)

X2
η (η, t)

Y (η, t)dη

with initial data Y (ξ, 0) = 0.
The equivalent integral form of (5.10) reads

Y (ξ, t) (5.11)

=

∫ t

0

A1(ξ, s)Y (ξ, s)ds+

∫ t

0

A2(ξ, s)

∫ L

−L

G
′

(X(ξ, s)−X(η, s))
Q(η, s)

Xη(η, s)
dηds

−

∫ t

0

A2(ξ, s)

∫ L

−L

G
′

(X(ξ, s)−X(η, s))
p(η, s)

X2
η (η, s)

Y (η, s)dηds

:= LQ(Y )(ξ, t).

By using Lemma 2.7, we know that LQ(Y )(ξ, t) ∈ C(Ut) and

‖LQ(Y )(·, t)‖L∞ (5.12)

≤ 2L‖G
′

‖L∞C2M1t+ 4LC2C1‖G
′

‖L∞M1t+ 2LC3C2
1‖G

′

‖L∞M1t.

Then, by taking 3C2t ≤ 1, one has

‖LQ(Y )(·, t)‖L∞ ≤ 3C2tM1 ≤M1.

This means that the operator LQ maps Y onto itself. On the other hand,

|(LQ(Y1)− LQ(Y2))(ξ, t)|

≤

∫ t

0

|A1(ξ, s)||Y1(ξ, s)− Y2(ξ, s)|ds+

∫ t

0

|A2(ξ, s)|

∫ L

−L

|G
′

(X(ξ, s)

−X(η, s))
p(η, s)

X2
η(η, s)

||Y1(η, s)− Y2(η, s)|dηds.

Therefore,

sup
s∈[0,t]

‖(LQ(Y1)− LQ(Y2))(·, s)‖L∞ ≤ 2C2t sup
s∈[0,t]

‖(Y1 − Y2)(·, s)‖L∞ .
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Then ,LQ is a contraction mapping by choosing t < 1
4C2

. Therefore, the contraction
mapping theorem tells that (5.10) has unique solution in C(Ut1).
Step 3. We need prove that there exists 0 < δ∗ ≤ t1 such that the following system
has a unique solution in Q.

Q̇(ξ, t) = B1(ξ, t)Q(ξ, t) +B2(ξ, t)

∫ L

−L

G
′

(X(ξ, t)−X(η, t))
Q(η, t)

Xη(η, t)
dη (5.13)

−B2(ξ, t)

∫ L

−L

G
′

(X(ξ, t)−X(η, t))
p(η, t)

X2
η (η, t)

YQ(η, t)dη

Q(ξ, 0) = m
′

0(ξ) (5.14)

where YQ(ξ, t) is the solution of (5.10), which depends on Q(ξ, t). In the same way,
the equivalent integral form reads

Q(ξ, t) = m
′

0(ξ) +

∫ t

0

B1(ξ, s)Q(ξ, s)ds (5.15)

+

∫ t

0

B2(ξ, s)

∫ L

−L

G
′

(X(ξ, s)−X(η, s))
Q(η, s)

Xη(η, s)
dηds

−

∫ t

0

B2(ξ, s)

∫ L

−L

G
′

(X(ξ, s)−X(η, s))
p(η, s)

X2
η (η, s)

YQ(η, s)dη := T (Q)(ξ, t).

To prove the existence and uniqueness of solution, we recall the closed subset

Q =
{
Q(ξ, t) ∈ C(Uδ∗) : ‖Q(·, t)‖L∞ ≤ 2M1, 0 ≤ t ≤ δ∗, Q(ξ, 0) = m

′

0(ξ)
}
.

(5.16)
First, we show that the operator T maps Q onto itself. Actually, by using Lemma2.7
again and the estimate

‖T (Q)(·, t)‖L∞ ≤M1 +M1

∫ t

0

‖B1(·, s)‖L∞ds+ 2LM1C1‖G
′

‖L∞

∫ t

0

‖B2(·, s)‖L∞da

+2LCC2
1M1

∫ t

0

‖B2(·, s)‖L∞ds.

According to (5.7), we know that

‖B1(·, t)‖L∞ ≤ 2(b− 1)LC‖G
′

‖L∞ ; ‖B2(·, t)‖L∞ ≤ (b − 1)C2, 0 ≤ t ≤ t1.

Hence

‖T (Q)(·, t)‖L∞ ≤M1 + 2(b− 1)LM1C‖G
′

‖L∞δ∗ + 4(b− 1)L2CC1M1‖G
′

‖2L∞δ∗

+2(b− 1)LC3C2
1M1δ

∗ ≤ 2M1

by taking
[
2(b− 1)LC‖G

′

‖L∞ + 4(b− 1)L2CC1‖G
′

‖2L∞ + 2(b− 1)LC3C2
1

]
δ∗ :=

C3δ
∗ ≤ 1.

Second, we show that the operator T is a contraction. A direct computation shows
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that

(T (Q1)− T (Q2))(ξ, t)

=

∫ t

0

B1(ξ, s)(Q1(ξ, s)−Q2(ξ, s))ds

+

∫ t

0

B2(ξ, s)

∫ L

−L

G
′

(X(ξ, s)−X(η, s))
Q1(η, s)−Q2(η, s)

Xη(η, s)
dηds

−

∫ t

0

B2(ξ, s)

∫ L

−L

G
′

(X(ξ, s)−X(η, s))
p(η, s)

X2
η(η, s)

(Y1(η, s)− Y2(η, s))dηds

with Y1, Y2 representing YQ1
, YQ2

respectively. Therefore

‖T (Q1 −Q2)(·, t)‖L∞ ≤

∫ t

0

‖B1(·, s)‖L∞‖(Q1 −Q2)(·, s)‖L∞ds

+2LC1‖G
′

‖∞

∫ t

0

‖B2(·, s)‖∞‖(Q1 −Q2)(·, s)‖L∞ds

+2LCC2
1‖G

′

‖L∞

∫ t

0

‖B2(·, s)‖L∞‖(Y1 − Y2)(·, s)‖L∞ds.

According to (5.11), one has

‖(Y1 − Y2)(·, t)‖L∞ ≤ C2

∫ t

0

‖(Y1 − Y2)(·, s)‖L∞ + sup
s∈[0,t]

‖(Q1 −Q2)(·, s)‖L∞ds.

By using Gronwall’s inequality, we have

‖(Y1 − Y2)(·, t)‖L∞ ≤ C2δ
∗eC2δ

∗

sup
s∈[0,t]

‖(Q1 −Q2)(·, s)‖L∞ .

Therefore

sup
s∈[0,t]

‖T (Q1 −Q2)(·, s)‖L∞

≤
{
2(b− 1)LC‖G

′

‖L∞δ∗ + 2L(b− 1)C2C1‖G
′

‖L∞δ∗

+2(b− 1)LC3C2
1‖G

′

‖L∞C2δ
∗2eC2δ

∗}
sup

s∈[0,t]
‖(Q1 −Q2)(·, s)‖L∞ .

Then, by taking t satisfying

2(b− 1)LC‖G
′

‖L∞δ∗ + 2L(b− 1)C2C1‖G
′

‖L∞δ∗

+ 2(b− 1)LC3C2
1‖G

′

‖L∞C2δ
∗2eC2δ

∗

<
1

2

the operator T is a contraction mapping. The proof is completed.


